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Abstract This paper presents a method of imaging a two-dimensional section of a walking person using multiple

ultra-wideband Doppler radar systems. By exploiting multipath echoes, we can increase the effective number of

radar systems virtually. Although each simple radar system consists of only two receivers, different line-of-sight

velocities allow target positions to be separated and located. The data obtained using the multiple radar sys-

tems are integrated using DBSCAN clustering and a target tracking algorithm. Through realistic simulations, we

demonstrate the remarkable imaging performance of the proposed method in depicting a clear outline of a human

target.
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1. Introduction

The ability to monitor people automatically has a wide

range of applications including home health care of senior

citizens and safety monitoring of workers in harsh environ-

ments [1], [2]. Ultra-wideband (UWB) radar has remarkable

potential as a robust and reliable system for monitoring

people, because such systems, unlike optical cameras, can

work in adverse environments such as dark, dusty and smoky

places with high humidity [3]- [6].

We have developed a simple UWB radar imaging system

with three transmitters and six receivers that generates a

two-dimensional (2D) sectional shape of the target person,

using different line-of-sight velocities of body parts such as

the head, body, and limbs. This system first separates mul-

tiple echoes from different body parts in the frequency do-

main [7]. This is followed by interferometric processing to es-

timate the range and direction of the arrival of each echo. To

improve the image quality further, the system continues the

same measurement and signal processing for a certain period

to collect multiple images. These images are then combined

to form a high-quality image of the target by compensating

for the target motion [8].

In many scenarios, the received signal contains not only

echoes from the target but also clutter components. In such

cases, the signal also suffers from ghost echoes from the tar-

get that propagate along the multiple paths. In this paper,

assuming a person walks along a corridor passage between

a pair of parallel walls, we exploit the ghost echoes gener-

ated by the multipath environment to improve the imaging

capability, while the number of antennas is reduced to two

transmitters and four receivers. The performance of the pro-

posed method is demonstrated in simulations.

To form a radar image, we need to compensate for the mo-

tion of targets, which requires the estimation of the target

velocity vector. Each radar system, however, can only mea-

sure a line-of-sight speed. We need to combine line-of-sight

speeds measured using multiple receivers to estimate the ve-

locity vector. It is thus crucial to associate echoes received

using different receivers, which is not an easy task. The ad-

ditional virtual antennas resulting from the multipath effect

play an important role in this association. In this paper,

we propose a clustering-based algorithm to solve simultane-

ous equations imposed on target velocity vectors, which also

enables association of echoes at the same time. The perfor-

mance of the proposed method is demonstrated by applying

it to simulation data, assuming a person walking along a

corridor.

2. System Model

The simulated scenario is illustrated in Figs. 1 and 2. Fig-

ure 1 illustrates a three-dimensional (3D) scenario with a

person walking along a corridor with antennas installed on

the ceiling. Figure 2 shows the top view of a narrow passage

and a walking person (the torso and arms). For simplicity,

we consider a 2D problem with three targets, which are hor-

izontal sections of the target person. In an actual scenario,

this model corresponds to the use of antennas that are hor-

izontally omni-directional and vertically directive producing

a horizontal fan beam. A person walks towards the bottom

— 1 —



Fig. 1 Assumed scenario with a person walking along a passage.
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Fig. 2 Schematic of UWB Doppler radar interferometers.

of the figure at an average speed of 1.32 m/s, with both arms

swinging in a cycle lasting 1.41 s. The torso and arms are

depicted by an ellipse and two circles, respectively. The sizes

of the torso and arms are included in the figure.

Using two transmitters and four receivers, we form two

groups of one transmitter and two receivers closely located.

The two receivers in each group are 5 mm apart, correspond-

ing to half a wavelength. The phase difference between the

two receivers is detected to determine the direction of arrival.

Thus, each group can be considered an interferometer. We

also exploit the mirror images of the actual interferometers

(interferometers 2 and 5 in Fig. 2). We use mirror images

that include only a single reflection on a wall. Thus, we

can use a total of six virtual interferometers as shown in the

figure.

In our simulation, received signals are generated using the

simple model detailed below. The simulation does not con-

sider waveform distortion, assuming the signal is delayed,

phase-shifted and attenuated depending on the radar cross

section of the target and the propagation path length. The

transmitted signal has a center angular frequency ω0 = 2πω0,

and pulse envelope T (t), where t is a fast time. The received

echo s(t) from a single point target after propagating dis-

tance l is then

s(t) = αp(t − 2l/c)ej(ω0+ωd)(t−2l/c), (1)

where p(t)ejω0t is the transmitted waveform, and ωd is the

Doppler angular frequency calculated as ωd = 4πvdω0/c,

where c is the speed of light. Considering a typical walk-

ing speed of 1.0 m/s, a microwave carrier of 26.4 GHz, and a

pulse width of 2.0 ns, we obtain ωd = 2π × 176 Hz, which is

much smaller than ω0 = 2π×26.4 GHz considering the pulse

width of 2 ns. Consequently, fd can be reasonably ignored

without affecting the results. Note that the Doppler effect

exploited in this paper is the phase shift over a pulse-to-pulse

interval that is long enough to detect the phase shift.

The received signal from N targets can be expressed as

s(t) =

N∑
n=1

αnp(t − 2ln/c)ejω0(t−2ln/c), (2)

where αn is the complex coefficient of the n-th echo, deter-

mined by the radar cross section of the target and propa-

gation path. We simplify the shadowing effect by setting

αn = 0 if the propagation path is blocked by an obstacle.

Here, αn and ln are functions of a slow time T . In partic-

ular, the T -dependency of ln is used to separate multiple

targets. The received signal is displayed as s(T, t), explicitly

showing the dependency on the slow time T .

3. Doppler Interferometry and Imaging

UWB Doppler interferometry [7] separates multiple echoes

in the frequency domain and estimates their positions using

the phase difference of receivers. If different scattering cen-

ters have different radial velocities, they can be separated in

a time-frequency analysis employing, for example, a short-

time Fourier transform (STFT).

After applying the STFT to data s1(T, t) and s2(T, t) re-

ceived by receivers 1 and 2, respectively, we obtain a spec-

trogram Sk(T, ω) k ∈ {1, 2}. Next, we detect the dominant

time-frequency points (Ti, ωi) (i = 1, · · ·) with values greater

than the threshold |Sk(T, ω)| > θS. From the phase differ-

ence Δφi = � S1(Ti, ωi) − � S2(Ti, ωi), we can estimate the

direction of arrival as

θ = sin−1

(
Δφi

2πd/λ

)
, (3)

where λ is the wavelength of the center frequency. Together

with the range information, we can estimate the target’s po-

sition xi .

— 2 —



The above-mentioned method can be applied to each inter-

ferometer, leading to multiple sets of image points xm
i , where

m is the interferometer number. Note that each point xm
i is

labeled with a radial velocity vm
i that can be used to identify

image points belonging to the same target, but measured by

different interferometers.

Let v be the actual velocity of the target, and im1
i1

and im2
i2

be the unit radial vectors between the mj-th interferometer

and the ij-th image point for j = 1 and 2, respectively. The

equations{
vHim1

i1
= vm1

i1
,

vHim2
i2

= vm2
i2

,
(4)

then hold, where ·H is the transpose operator. These simul-

taneous equations have a solution except when im1
i1

and im2
i2

are parallel. Therefore, if the wrong pair of points is chosen,

the resultant velocity v is incorrect.

To avoid incorrect estimation of the target velocity, we can

add one more condition, by using three interferometers in to-

tal to ensure the simultaneous equations have a solution [12].

We thus have⎧⎪⎨
⎪⎩

vHim1
i1

= vm1
i1

,

vHim2
i2

= vm2
i2

,

vHim3
i3

= vm3
i3

.

(5)

This process suggests that redundancy of the number of

antennas is indispensable to avoid erroneous association of

echoes from different targets. We assume there are numerous

virtual antennas by exploiting the multipath effect, which

leads to more stable estimation of the associated echo pairs

using the same principle. This idea is discussed in detail in

the following section.

4. Proposed Association Algorithm of
Echoes using the Doppler Velocity

In our system model, we can use up to six (virtual) an-

tennas as shown in Fig. 2. This allows us to obtain a stable

solution for the antenna association problem stated in the

previous section. We propose a new method using a clus-

tering algorithm in the velocity space to obtain the most

likely combination of echoes that satisfy multiple simultane-

ous equations such as Eq. (5).

Let us assume that each of the six interferometers detect K

echoes from the received signal. We then need to find likely

combinations of echoes out of the 6C2K
2 combinations. The

proposed method proceeds as follows. First, we calculate the

simultaneous equations (Eq. (4)) for all the 6C2K
2 combina-

tions to obtain multiple Doppler velocities. These estimated

velocities are displayed on a 2D velocity space (vx, vy). We

then find clusters of data points that have high density, while

leaving other points that are scattered less densely. In this

way, we obtain multiple simultaneous equations that have

the same solution that corresponds to the actual target ve-

locity.

The k-means method, a well-known clustering algorithm,

is not suited to this purpose because it assigns all the data

points to one of the resultant clusters. However, our problem

can be solved by finding a few dense clusters while rejecting

many more false images generated by wrongly associating

inconsistent echoes.

Considering this unique aspect of our problem, we adopt

density-based spatial clustering of applications with noise

(DBSCAN) [9]. DBSCAN not only separates given data

points into multiple clusters but also rejects points that do

not form any dense clusters. The actual procedure of DB-

SCAN is as follows. First, p, one of the data points, is

randomly selected. Next, N(p), which is a set of points

within D-proximity of p, is calculated. Then, if q satisfies

q ∈ N (p) and |N(p)| >= Nmin, q is classified as a density-

reachable point and included in the same cluster as p. These

steps are iteratively repeated until all the density-reachable

points are included in the cluster.

Figure 3 is a schematic showing how DBSCAN works. In

the figure, the point p is an element of a cluster, and we

check if the other points p′, q, and r belong to the same

cluster. The point p′ is in the same cluster because it is a

within the D-proximity of p. The point q is an element of

the same cluster because it is density-reachable from p via

another point p′. In contrast, r does not belong to the same

cluster because it is not density-reachable from any element

of the cluster. In the figure, the D-proximity of q is shown in

the image at the bottom. As a result, the point r is classified

as a false image generated by a wrongly associated echo pair.

The DBSCAN algorithm is first run in 2D velocity space

vx-vy and secondary clustering is then performed in 3D time–

velocity space t-vx-vy. The former 2D clustering corresponds

to solving the simultaneous equations at each time step inde-

pendently of other time steps. The latter 3D clustering uses

the continuity of the target velocity over a short period of

time, which is based on the assumption that a human body

does not change speed abruptly. Note that the 2D cluster-

ing can reduce the number of data points dramatically, and

we can thus accelerate the more time-consuming 3D cluster-

ing using only a small number of data points. We detect

a median point among the points in each resultant cluster.

These points are given to the next step for tracking, which

is detailed in the next section.

5. Tracking of Clustered Velocities

The clustering procedures are followed by implementation
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Fig. 3 Schematic of the DBSCAN algorithm.

of a tracking algorithm using an α–β filter [10], [11] to as-

sociate the data points over time. Let v(t) be one of the

estimated target velocities at time t in the previous section.

The α–β filter gives the smoothed velocity vs(t) as

vs(t) = vp(t) + α(v(t) − vp(t)),

as(t) = ap(t) + β(v(t) − vp(t))/Δt ,

vp(t) = vs(t − 1 ) + Δtas(t − 1 ),

ap(t) = as(t − 1 ),

(6)

where vp(t) is the predicted velocity, ap(t) and as(t) are the

predicted and smoothed accelerations, respectively.

The selection of the points for tracking is determined as

|v(t) − vp(t)| <= Dv, (7)

where Dv is a threshold value. If there are multiple points

satisfying this condition, the nearest one is chosen. If there

are no points satisfying this condition, v(t) = vp(t) is as-

sumed.

After the tracking process, we compensate for the motion

of each target to form an image corresponding to the initial

position t = 0.4 s. Finally, we apply the artifact suppression

algorithm [12] to remove artifacts from the image.
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Fig. 4 Spectrogram of a received signal.
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Fig. 5 Target velocities estimated from all possible combinations

of interferometers. The actual target velocities are shown

as black circles.

6. Performance Evaluation of the Pro-
posed Method

We set the parameters for the DBSCAN algorithm as

D = 0.1 m/s, Nmin = 5, Da = 0.2 m/s, Db = 0.04 s, and

N ′
min = 30, where Da and Db are the major and minor axes

of an ellipsoid defining the proximity in the 3D t-vx–vy space.

Figure 4 shows a simulated spectrogram for one of the

signals received using the assumed radar system. We see

three trajectries corresponding to the torso and two arms.

We detect large peaks from this image to estimate the line-

of-sight speeds of the targets. We process the data for

0.4s <= t <= 0.8s.

Figure 5 shows the target velocities estimated by solving

the simultaneous equation Eq. (4). We see there are numer-

ous candidate points. In the figure, black circles are actual

target velocities corresponding to the torso and arms.

After applying the DBSCAN algorithm in the 2D vx–vy

space, we obtain the reduced data points shown in Fig. 6.

Employing 2D DBSCAN, many of the data points are classi-
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Fig. 6 Output of 2D DBSCAN clustering. Many of the false im-

ages are eliminated. The actual target velocities are shown

as black circles.
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Fig. 7 Output of 3D DBSCAN clustering. Data points are esti-

mated correctly. The actual target velocities are shown as

black circles.

fied as artifacts. However, there are still unnecessary points

included in the figure.

Finally, we apply 3D DBSCAN in t–vx–vy space, exploit-

ing the time continuity of the actual motion. The resultant

data points are shown in Fig. 7. This example demonstrates

that the proposed method can accurately estimate target ve-

locities using the clustering approach.

We now know the target velocities, and can thus compen-

sate for the motion to back-propagate the estimated images

to the initial position t = 0.4 s to form an image. Figures

8 and 9 are respectively the target image estimated using

the proposed method without/with the 3D DBSCAN algo-

rithm or/and artifact suppression. These results show the

importance of the information about the time continuity of
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Fig. 8 Target image estimated without 3D clustering or artifact

suppression.
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Fig. 9 Target image estimated using the proposed method.

the actual target motion. The image shown in Fig. 9 clearly

demonstrates the effectiveness of the proposed method.

7. Conclusion

We proposed a new UWB radar imaging algorithm using

a couple of Doppler interferometers in a multi-path envi-

ronment. The multipath effect gives us redundant virtual

interferometers, which allows detection of the most probable

combination of echoes. We adopted a DBSCAN clustering

algorithm to find densely clustered data points, leading to

successful estimation of the target motion. The estimated

target motion was compensated for to obtain the target im-

age. The result indicates the effectiveness of the proposed

method in imaging a realistic target model, simulating a

walking person. An important future task is to apply the

proposed method to measurement data for an actual human

body to demonstrate the performance of the method.
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