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SUMMARY The classification of human motion is an important aspect
of monitoring pedestrian traffic. This requires the development of advanced
surveillance and monitoring systems. Methods to achieve this have been
proposed using micro-Doppler radars. However, reliable long-term data
and/or complicated procedures are needed to classify motion accurately
with these conventional methods because their accuracy and real-time ca-
pabilities are invariably inadequate. This paper proposes an accurate and
real-time method for classifying the movements of pedestrians using ultra
wide-band (UWB) Doppler radar to overcome these problems. The classi-
fication of various movements is achieved by extracting feature parameters
based on UWB Doppler radar images and their radial velocity distribu-
tions. Experiments were carried out assuming six types of pedestrian move-
ments (pedestrians swinging both arms, swinging only one arm, swinging
no arms, on crutches, pushing wheelchairs, and seated in wheelchairs).
We found they could be classified using the proposed feature parameters
and a k-nearest neighbor algorithm. A classification accuracy of 96% was
achieved with a mean calculation time of 0.55 s. Moreover, the classifi-
cation accuracy was 99% using our proposed method for classifying three
groups of pedestrian movements (normal walkers, those on crutches, and
those in wheelchairs).
key words: human imaging, pedestrian classification, UWB Doppler radar,
radial velocity distribution, k-nearest neighbor

1. Introduction

Using radar to identify people has great potential for surveil-
lance and monitoring systems in towns, houses, shops, and
hospitals. Many radar localization and imaging methods
have been proposed and applied to detect the human body
[1]–[5]. However, most of these methods need large antenna
arrays or many radars placed at various locations and, there-
fore, the size and cost of the system have increased.

Studies to accomplish low-complexity radar systems
have been conducted to develop methods of identifying
and classifying targets using micro-Doppler radar [6]–[12].
These conventional methods are used to classify motion
based on time-frequency micro-Doppler signatures. Kim
and Ling proposed [6] a method of classifying human ac-
tivities (e.g., walking, running, and sitting) using the param-
eters of a time-frequency distribution (e.g., offset, peak-to-
peak value, and period), and they applied a support vector
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machine (SVM). However, their method was not sufficiently
accurate for practical use because it assumed motion would
demonstrate clear differences in terms of its time-frequency
distributions. Methods of processing time-frequency distri-
butions have been proposed [7], [8] to classify three types
of human gait: free arm-motion (FAM), which is character-
ized by swinging both arms, partial arm-motion (PAM), by
swinging only one arm, and no arm-motion (NAM), by no
motion in either arm. However, reliable and long-term data
(at least 2 s duration) are needed to classify motion accu-
rately using these methods. Although other micro-Doppler
based methods of detecting targets and classifying motion
have been proposed [9]–[12], they involve long-term data
and/or complicated procedures, and their real-time capabil-
ities and accuracy have been inadequate.

Ultra wide-band (UWB) radar is a powerful tool for
solving these problems because of its high-resolution ca-
pability. A method of classifying human activities based
on the waveform of UWB radar and principal component
analysis has been proposed [13]. However, its accuracy in
classification is insufficient because it only uses waveform
information. An approach that uses shape information has
been considered to achieve more accurate classification. We
have already proposed a method of imaging humans us-
ing UWB Doppler radar interferometry [14]–[16], which
provides high-resolution images of multiple scattering cen-
ters using a micro-Doppler radar technique and UWB sig-
nals. Furthermore, we proposed a method for rejecting false
images caused by interference, and achieved reliable and
real-time pedestrian imaging in a realistic environment [14].
Moreover, we confirmed features of walking motion with
the radial velocity information of the estimated images [16].
However, to date we have not considered the classification
of targets using UWB Doppler radar images.

In this paper, we present an accurate and real-time
method of classifying pedestrians based on UWB Doppler
radar images and their radial velocity features. We consid-
ered classifying three groups of pedestrians mainly in a hos-
pital monitoring environment: a normal pedestrian group, a
group on crutches, and a group in wheelchairs. We also con-
sidered classifying the types of pedestrians in more detail.
Three types of human gait for the normal pedestrian group
were assumed: those who swung their arms (FAM), those
who held a bag with one hand (corresponding to PAM),
and those who did not swing their arms (NAM). The target
group in wheelchairs was composed of two types: a pedes-
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trian pushing a person in a wheelchair and a person pro-
pelling him/herself in a wheelchair. This study dealt with
classifying these three groups and six types of pedestrian
targets. We experimentally obtained results from imaging
these types of pedestrians using UWB Doppler radar, and
discuss the features of all the acquired images of the pedes-
trians. We also propose feature parameters extracted from
the estimated images and their radial velocity distributions,
and describe a method of classification using these parame-
ters and a k-nearest neighbor (k-NN) algorithm, which is a
powerful nonparametric technique for classifying patterns
[17], [18]. The results revealed that we could accurately
classify three groups and six types of pedestrians in real-
time with our proposed classification method.

2. UWB Doppler Radar Imaging Method

2.1 System Configuration

Figure 1 shows a schematic of the setup for the UWB
Doppler radar. We assume that the target is a single per-
son walking toward the radar. A transmitting antenna Tx
and receiving antennas Rx1, 2, and 3 are set up on the y = 0
plane. The positions of antennas Tx, Rx1, Rx2, and Rx3

are expressed as (x, z) = (d/2, d/2+zc),(−d/2, −d/2+zc),
(d/2, −d/2+zc), and (−d/2, d/2+zc). The pair of receiv-
ing antennas Rx1 and Rx2 forms a horizontal interferometer
and the pair Rx1 and Rx3 forms a vertical interferometer.
Measurements are conducted in several antenna positions to
acquire an image of the whole body and the imaging results
are acquired by super-positioning the results from each po-
sition zc.

The transmitting signal is a continuous wave (CW) sig-
nal with a frequency of f0 modulated with an m-sequence of
chip width tC, which gives a range resolution of ΔR = ctC/2
[19], [20], where c is the speed of light. The radar repeats
transmissions with an inter-pulse period of Ts. Here, we de-
fine two time variables: τ corresponding to the time of echo
reception associated with range R, and t corresponding to
the time of transmission. The received signal at each t is ac-
quired by taking a cross correlation of a raw received signal
with a time-shifted m-sequence [19]. The received signal

Fig. 1 Schematic of setup for UWB Doppler radar.

si(τ) using receiver i after the cross correlation and demod-
ulation processes is expressed as:

si(τ) =
∑

n

ARnrT(τ − τpn)e j2π fdn(τ−τpn), (1)

where rT(τ) is the autocorrelation of the transmitting m-
sequence, τpn is the time delay corresponding to the distance
between Rxi and the n-th target, ARn is the receiving ampli-
tude corresponding to the n-th target, and fdn is the Doppler
frequency of the n-th target. We acquire a received signal
sik(t) for each range bin k by discretizing si(τ) in terms of the
time delay for all t. The time delay after the discretization
corresponding to range bin k is expressed as τpk = 2kΔR/c.

2.2 Imaging Procedure

The UWB Doppler radar imager separates multiple scatter-
ing centers in the time-frequency distribution and estimates
the positions of the extracted scattering centers [15], [16]. If
different scattering centers have different radial velocities,
we can separate these using the differences in their Doppler
frequencies. The Doppler frequency is expressed as:

fd =
2vd

λ
, (2)

where vd is the radial velocity and λ is the wavelength.
The radial velocity vd of each time is determined by time-
frequency analysis of the received signals. Time-frequency
distribution S ik(t, vd) in this study was obtained by using a
sliding-window discrete Fourier transform (SDFT) [21] of
sik(t). S ik(t, vd) is calculated by:

S ik(t, vd) =
∫ ∞
−∞

sik(ν)wH(ν − t)e− j4πvdν/λdν, (3)

where j =
√−1 andwH(t) is the Hamming window function,

which is expressed as:

wH(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0.54 − 0.46 cos

2π
Tw

t (0 � t ≤ Tw)

0 (otherwise),
(4)

where Tw is the window size. The SDFT calculates Eq. (3)
for all the time bins. We extract the significant peaks of
S ik(t, vd), and these peaks correspond to the scattering cen-
ters using the following conditions:

d|S ik(t, vd)|/dvd = 0, (5)

|S ik(t, vd)|2 > ρmax
vd

|S ik(t, vd)|2, (6)

where ρ > 0 is the ratio of the peak extraction threshold
power to the maximum power, and is empirically deter-
mined [14].

We then estimate the position of each extracted scatter-
ing center. The direction-of-arrival (DOA) is estimated by
means of interferometry. The elevation DOA θELn and az-
imuth DOA θAZn of the n-th scattering center are calculated
by:
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θEL(t, vdn) = sin−1

[
∠S 1k′(t, vdn) − ∠S 3k′(t, vdn)

(2πd/λ)

]
, (7)

θAZ(t, vdn) = sin−1

[
∠S 1k′(t, vdn) − ∠S 2k′(t, vdn)
{2πd cos θEL(t, vdn)/λ)} ,

]
, (8)

where k′ is the range bin where the n-th target is detected.
Distance is estimated by finding the range that maximizes
the echo intensity using the range interpolation method
[14], [15]. The distance R1(t, vdn) with the range resolu-
tion ΔR is estimated by finding the range that maximizes
the echo intensity as:

R1(t, vdn) = ΔR arg max
k
|S 1k(t, vdn)|. (9)

To acquire the distance to an accuracy better than ΔR, the
range interpolation is applied with the calibration function
D(P1/P2). Here, P1 is the maximum power of the received
signal, P2 is the power of the adjacent range sample, and
D(P1/P2) expresses the relationship between the ratio of
these and the fractional range. We determine D(P1/P2) by
the calibration experiment [14] in advance, and the accurate
distance R(t, vdn) is estimated by:

R(t, vdn) = R1(t, vdn) + D(P1/P2). (10)

The positions of scattering centers xs(t, vdn) are determined
by:

xs(t, vdn) =⎡⎢⎢⎢⎢⎢⎢⎢⎣
xs(t, vdn)
ys(t, vdn)
zs(t, vdn)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
R(t, vdn) cos θEL(t, vdn) sin θAZ(t, vdn)
R(t, vdn) cos θEL(t, vdn) cos θAZ(t, vdn)
R(t, vdn) sin θEL(t, vdn) + zc

⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
(11)

In addition, we apply a method of rejecting false images [16]
to estimate xs(t, vdn) to reduce the effect of interference be-
tween multiple scattering centers. In this method we delete
the points that satisfy the following equations:

dxs(t, vdn)/dt > vmax, (12)

and

Fig. 2 Assumed pedestrian types.

Nxs(t,vdn)/NA < nth, (13)

where vmax is the assumed maximum velocity, Nxs(t,vdn) is
the number of estimated scattering centers within a sphere
whose center is xs(t, vdn) and radius is RF. The number nth

is the threshold ratio of the number of points to the num-
ber of estimated scattering centers NA. Parameters vmax, RF,
and nth are empirically determined taking into consideration
target motion and spatial resolution.

3. Imaging of Various Types of Pedestrians

This section presents examples of imaging various types of
pedestrians in the experiment, and discusses the features of
each image. Figure 2 has photographs of the types of pedes-
trians we assumed. This study took into account the classi-
fication of three groups and six types of pedestrians. We as-
sumed three groups of pedestrians: targets in group A were
walking targets with normal leg motion, targets in group
B were pedestrians with a three-point crutch swinging gait,
and targets in group C were moving in wheelchairs. More-
over, target group A had three walking styles: target A-a was
a normal pedestrian who swung his arms (corresponding to
FAM), target A-b carried a bag in one hand (corresponding
to PAM), and target A-c walked with his hands in his pock-
ets (corresponding to NAM). Target group C had two target
types: target C-a was a pedestrian pushing a person in a
wheelchair, and target C-b was a person propelling himself
in a wheelchair. All targets walked from (x, y) =(0, 3.9 m)
to (0, 1.5 m). The mean speeds of target groups A, B, and C
were 0.8, 0.76 and 0.7 m/s, and they walked at an approxi-
mately constant speed.

The radar parameters were d=3.5 cm, f0=26.4 GHz,
Ts=1.29 ms and tC=2 ns which corresponded to ΔR=30 cm.
Tthe window size for the SDFT was 165 ms. Horn anten-
nas were used with a −3 dB beamwidth of ± 11◦ on both the
E- and H-planes. This beamwidth is not sufficient to acquire
data that corresponds to the whole body. To estimate the im-
age of the whole body, we iterated measurements four times
for each pedestrian target whose gait cycle and walking step
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Fig. 3 Frontal views of images estimated using the method of UWB Doppler radar imaging.

were fixed, and set different zc in each measurement. In this
paper, we took measurements at zc= 0.36, 0.83, 1.3, and 1.5
m. Note that this antenna scanning process is not required
when wide-directivity antennas are used. The parameters
for the method of UWB Doppler imaging were ρ = 0.15,
vmax=2.5 m/s, RF = ΔR/10 = 3 cm, and nth=1/400. We used
data corresponding to one cycle of a time-frequency distri-
bution (corresponding to half the walking cycle) for imaging
and classification. The data collection time for each target
and antenna position was 0.7–0.8 s.

Figure 3 shows the frontal views of the estimated im-
ages for all pedestrian types. As we can see from Fig. 3(a),
there is an outline of the human shape. Moreover, we can
recognize from radial velocity information that the left leg
and the right arm have forward motion in this half of the
walking cycle. Although target A-b has nearly the same
properties as target A-a, the number of scattering centers
corresponding to arms is relatively small as seen in Fig. 3(b).
This is because his arm-swing amplitude is limited because
of PAM. We can observe the scattering centers on the bag at
approximately (x, z) =(0.25 m, 0.5 m), as shown in Fig. 3(b).
Figure 3(c) indicates that scattering centers corresponding
to arms have not been acquired. This is because the peaks
corresponding to the arms were not detected in the time-

frequency distribution because of NAM. We confirmed the
images of crutches and their relatively high velocities that
corresponded to their forward motion as seen in Fig. 3(d).
Figure 3(e) shows the scattering centers are concentrated in
a relatively narrow region in terms of both position and vd,
because the wheelchair was moving toward the radar at an
approximately constant velocity. The same feature can also
be confirmed in target C-b. Moreover, we can confirm scat-
tering centers that slightly correspond to arm motion from
Fig. 3(f) at approximately (x, z) = (−0.2 m, 0.75 m), and the
image is shorter than those of the other types. These results
indicate that the method of UWB Doppler radar imaging ex-
tracts various characteristics of pedestrians, and the features
of each pedestrian can be confirmed from the estimated im-
ages and vd information.

4. Extraction of Feature Parameters

4.1 Extraction of Silhouettes from Frontal Images

We propose feature parameters to classify pedestrians in this
section. The proposed feature parameters are extracted from
the silhouettes and radial velocity distributions of the es-
timated images. First, we extract the shape of an image
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Fig. 4 Outline of the method to extract silhouettes.

Fig. 5 Extracted silhouette of the image in Fig. 3(b).

silhouette. For example, the most important difference be-
tween target C-b and the others is the height of the image,
and this is estimated as the silhouette’s height. Figure 4
outlines the method we propose for extracting silhouettes,
which can be explained in four steps:

1. Scan an ellipse whose major axis is parallel to the z-
axis and minor axis is parallel to the x-axis on the xz
plane. The length of the major and minor axes are de-
fined as Rz and Rx.

2. Count the number of estimated scattering centers
Ns(xec, zec) within each ellipse whose central position
is (xec, zec).

3. If Ns(xec, zec) > γNA, points on the ellipse (xe, ze) are
candidates for the silhouette, where γ is the threshold
ratio of Ns to the number of total estimated points NA.

4. Extract the maximum and minimum xe from the candi-
date points for each ze, and these silhouette points are
defined as xmax(z) and xmin(z) (zmaxe < z < zmine), where
zmaxe and zmine are the maximum and minimum of ze.

Figure 5 shows the estimated image silhouette of
Fig. 3(b). We empirically set Rx=2 cm, Rz=10 cm, and

γ=0.004. The silhouette of the image is extracted as can
be seen from this figure.

We then extract the parameters for the silhouette
shapes. First, the height of the silhouette is extracted as:

HS = zmaxe − zmine. (14)

Next, we extract the width and center of the silhouette in the
high and low z regions. These are used to extract the param-
eters of the radial velocity features, which is described in the
next section. We extract the mean width of the silhouette in
the high z region as:

WH = E[xmax(z) − xmin(z) | z > αHHS], (15)

where E[X | C1,C2, · · · ] means the average of X that satis-
fies conditions C1,C2, · · · , and αH < 1 is a threshold ratio
of z to height HS. A mean center in terms of x in the high z
region is estimated as:

xcH = E[(xmax(z) + xmin(z))/2 | z > αHHS]. (16)

Moreover, we extract WL and xcL, which is determined in the
same way by using the silhouette that satisfies z < αLHS.

4.2 Parameters of the Radial Velocity Distribution in Each
Region of the Image

We propose feature parameters based on the radial veloc-
ity features of the estimated images in this subsection. First,
we examine radial velocity distributions in the relatively low
z region to classify target groups A, B, and C. Figure 6(a)
shows the radial velocity distributions of the estimated im-
ages in Figs. 3(a), (d), and (e) for z < 0.4HS. Targets A-a
and B have a radial velocity spread that corresponds to the
forward motion of legs or crutches. In contrast, the radial
velocity spread of target C-a is small because of the con-
stant speed of the wheelchair. Thus, the standard deviation
of the radial velocity distribution can be effectively used to
classify target groups C and A or B. The standard deviation
of the radial velocity distribution in the low z region is de-
termined by:
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Fig. 6 Radial velocity distributions of the estimated images shown in Fig. 3 for the various regions.

σL = Std[vd | zs < αLHS], (17)

where Std[X | C1,C2, · · · ] is the standard deviation deter-
mined by {E[X2 | C1,C2, · · · ] − (E[X | C1,C2, · · · ])2}1/2.
Next, we consider the classification of target groups A and
B. As seen in Fig. 3(d), target group B has an approximately
symmetrical distribution with respect to the z-axis near the
floor. In contrast, the targets in group A have asymmetric
distributions on the z-axis corresponding to the asymmetri-
cal motion of legs in half a walking cycle. Figures 6(b) and
(c) show the radial velocity distributions in Figs. 3(a) and (d)
for z < 0.4HS and x < xcL − 0.1WL or x > xcL + 0.1WL. The
region near the xcH is excluded because the properties of the
left and right sides of the estimated image are mixed. As
we can see from these figures, there is a difference between
the averages of both distributions for target A-a, while tar-
get group B shows no difference between the distributions of
both regions. Thus, we use the average difference for both
regions, which is expressed as:

ΔμL = | E[vd | xs > xcL + βWL, zs < αLHS]

− E[vd | xs < xcL − βWL, zs < αLHS)] |, (18)

where β < 1 is the threshold ratio of x to the mean width of
the silhouette.

Next, we discuss the classification of gait types in tar-
get group A. The difference in arm movements in Figs. 3(a),
(b), and (c) is detected from estimated images that corre-
spond to the upper parts of the body. Figure 6(d) shows
the radial velocity distributions in Figs. 3(a), (b), and (c) for
z > 0.6HS. As we can see from this figure, the standard
deviation of the radial velocity in the high z region is an ef-
fective parameter, which is estimated as:

σH = Std[vd | zs > αHHS]. (19)

The asymmetry between motion in the left and right arms
is an important feature of target A-b. Figures 6(e) and (f)
show the radial velocity distributions for z > 0.6HS and x <
xcH − 0.1WH or x > xcH + 0.1WH. Similar to Eq. (18), the
difference in the average in the high z region is expressed as:

ΔμH = | E[vd | xs > xcH + βWH, zs > αHHS]

− E[vd | xs < xcH − βWH, zs > αHHS] | . (20)

In addition, there is a difference in the standard deviation of
both regions in target A-b, which is extracted by:

ΔσH = | Std[vd | xs > xcH + βWH, zs > αHHS]

− Std[vd | xs < xcH − βWH, zs > αHHS] | . (21)

Targets A-a, -b, and -c are classified using these parameters.
Moreover, the target C-b and others are classified using the
height HS. Based on the above, we propose a feature vector
that is expressed as:

ψ = (σL,ΔμL, σH,ΔμH,ΔσH,HS). (22)

5. Classification Using the k-Nearest Neighbor Algo-
rithm

We classified targets using the proposed feature vector ex-
tracted from the experimental results, which is explained in
this section. We also explain the classification procedure.
In this section, we derive one pedestrian type from the six
types of pedestrians described in Sect. 3, and evaluate the
degree of accuracy from the viewpoint of the three groups
and six types of classification. The experimental setup and
parameters were the same as those in Sect. 3. The parame-
ters for the process to extract the silhouettes were the same
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Table 1 Parameters of subjects.

Subject Height Mean speed Number of data for
number [m] [m/s] each pedestrian type

(i) 1.75 0.83 20
(ii) 1.72 0.78 15
(iii) 1.70 0.86 15
(iv) 1.63 0.74 20

Table 2 Mean values of proposed feature parameters.

σL ΔμL σH ΔμH ΔσH HS

A-a 0.489 0.643 0.357 0.407 0.0912 1.69
A-b 0.486 0.530 0.238 0.179 0.184 1.70
A-c 0.491 0.677 0.175 0.0736 0.0408 1.69
B 0.489 0.138 0.218 0.0820 0.0507 1.67

C-a 0.127 0.0590 0.108 0.0508 0.0334 1.67
C-b 0.104 0.0518 0.116 0.0557 0.0449 1.16

Table 3 Confusion matrix. AT represents the actual type, and ET
represents the type estimated using the 3-NN algorithm.

AT \ ET A-a A-b A-c B C-a C-b
A-a 46 4 0 0 0 0
A-b 3 44 3 0 0 0
A-c 0 0 49 1 0 0
B 0 0 0 50 0 0

C-a 0 0 0 1 49 0
C-b 0 0 0 0 0 50

as those in Sect. 4.1. The threshold parameters for radial
velocity distributions αL, αH, and β were empirically deter-
mined as 0.4, 0.6, and 0.1. We assumed four subjects, and
their parameters are listed in Table 1. Table 2 summarizes
the mean values of the parameters estimated from the data
for these subjects. We can see clear differences between the
types of pedestrians.

The types of pedestrians with extracted feature param-
eters were classified using the k-NN algorithm, which clas-
sifies objects based on the closest examples for training pur-
poses [17]. The procedure for classification involves three
steps:

1. Prepare the training data set, ψtr.
2. Calculate the Euclidean distance between an unlabeled

feature vector, ψ, and all ψtr.
3. Classify ψ to the label which most frequently appears

in k training vectors nearest to ψ.

We set the data of subject (i) to ψtr, and k=3. The setting of
k and the determination of the number of training data are
discussed in the next section. Table 3 summarizes the confu-
sion matrix for the classification results for subjects (ii)–(iv).
Although there is slight misclassification of targets A-a, -b,
and -c, accurate classification is generally achieved. The de-
gree of classification accuracy for the six types is 96.0%.
Moreover, the degree of classification accuracy is 99.3%
with respect to the classification of the three groups. The
input time duration for each set of data is less than 0.8 s, and
the average of the total calculation time for the imaging and
classification processes is 0.55 s using an Intel Core 2 Duo
3.33-GHz processor. These results mean that our proposed

feature parameters and classification procedures could accu-
rately classify pedestrians in real time. In real use, however,
the classification system has to derive one pedestrian type
from whole situations including non-pedestrian targets. The
degree of classification accuracy of 96.0% does not consider
these situations. Section 6.3 examines some of these alter-
native situations.

6. Discussion

6.1 Evaluation of Performance for the Quantity of Train-
ing Data and Comparison with SVM

This subsection discusses our investigations into the perfor-
mance of our proposed method of classification with respect
to the quantity of training data. Moreover, we compared
the k-NN algorithm with a support vector machine (SVM),
which is another effective algorithm for discrimination anal-
ysis [22], [23]. This section uses a soft-margin multi-class
SVM with a Gaussian kernel function [23]. We investigated
the degree of classification accuracy using the 1- and 3-NN
algorithms and an SVM for the ratio of the quantity of train-
ing data to all data. The experimental setting, parameters,
and the data used were the same as those presented in the
previous section, and the training data set was randomly se-
lected.

Figures 7 and 8 plot the relationships between the de-
gree of classification accuracy and the quantity of training
data to classify the six types and three groups, where Ntrain

and Nall correspond to the quantity of training and all data.
As seen in these figures, the k-NN algorithms classify more
accurately than the SVM, and the 3-NN is better than 1-
NN when the quantity of training data is relatively large.
The 3-NN algorithm achieves 99% accuracy in classifying
the three groups when Ntrain/Nall is larger than 15%, and
95% accuracy in classifying the six types when Ntrain/Nall

is greater than 20%. These results mean that the 3-NN algo-
rithm can classify pedestrian targets accurately with a rela-
tively small quantity of training data.

6.2 Assessment of Suitable Parameters

This subsection discusses the parameters used with our pro-
posed method. First, we explain the setting of the spatial
threshold parameters αL, αH, and β. Here, we present ΔμL

of targets A-a and B for each αL as an example. Figure 9
plots the relationship between αL and the mean value of
ΔμL. The difference between the target types is relatively
large for 0.25 < αL < 0.5. Other parameters can be set
similarly. Therefore, we can easily choose appropriate pa-
rameters based on a few examples.

We now discuss the k of the k-NN algorithm. Figure 10
plots the relationship between k and the degree of classifi-
cation accuracy for the six types. The values of k = 1 or
3 were better. In addition, k = 3 was better when there
was a relatively large quantity of training data. The accu-
racy deteriorated when k was an even number because the
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Fig. 7 Degree of classification accuracy for the six types versus quantity
of training data.

Fig. 8 Degree of classification accuracy for the three groups versus
quantity of training data.

Fig. 9 Relationships between αL and ΔμL for targets A-a and B.

k-NN algorithm randomly selected a label when there was
the same number of classes.

6.3 Discussion on the Variety of Motions

Finally, we discuss the possibility of classifying other types
of targets such as a person carrying a box on a hand cart, a
short person, and a person making other movements. The
main characteristic of a target pushing a hand cart was al-
most the same as for target C-a, and the classification of
normal pedestrians and those on crutches was possible us-
ing σL and σH. Although target C-b and others could be
classified with HS, it was difficult to classify a short person

Fig. 10 Relationship between k and the degree of classification accuracy.

such as a child with only this parameter. However, if the
short person made leg or arm movements, classification us-
ing σL and σH was possible. Furthermore, it was possible to
classify a variety of motion types (e.g. running, sitting, ro-
tating, and jumping [6], [13]). We can easily predict that the
differences in these motion types will be clearly extracted as
velocity and silhouette parameters.

7. Conclusions

This paper presents an accurate method for classifying
pedestrians in real time. We first demonstrated that accu-
rate imaging could be accomplished with a UWB Doppler
radar for a variety of pedestrian targets, and discussed the
features of each target. We then proposed effective feature
parameters based on UWB Doppler radar images and their
radial velocity features. The experiments took into consid-
eration six types of pedestrians (those with FAM, PAM, and
NAM, those on crutches and in wheelchairs, and a person
propelling himself in a wheelchair) and we found that they
were classified with an accuracy of 96% using the k-NN
algorithm. The total calculation time for the imaging and
classification processes was 0.55 s. In addition, an accuracy
of 99% was accomplished in classifying the three groups
(normal pedestrians, those on crutches and both wheelchair
groups). Finally, we clarified how well the method per-
formed, found suitable parameter settings for the proposed
algorithm, and discussed its capabilities in classifying other
types of targets. However, the proposed method assumed
only a single person walking towards the radar. Our other
studies showed applications to a pedestrian moving in di-
agonal directions [14] and two closely spaced pedestrians
[24]. Thus, important future research is to extend to other
situations based on these studies.
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