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Pedestrian Imaging Using UWB Doppler Radar Interferometry

Kenshi SAHO', Student Member, Takuya SAKAMOTO', Member, Toru SATO, Fellow, Kenichi INOUE'",

SUMMARY  The imaging of humans using radar is promising for
surveillance systems. Although conventional radar systems detect the
presence or position of intruders, it is difficult to acquire shape and mo-
tion details because the resolution is insufficient. This paper presents a
high-resolution human imaging algorithm for an ultra-wideband (UWB)
Doppler radar. The proposed algorithm estimates three-dimensional hu-
man images using interferometry and, using velocity information, rejects
false images created by the interference of body parts. Experiments ver-
ify that our proposed algorithm achieves adequate pedestrian imaging. In
addition, accurate shape and motion parameters are extracted from the es-
timated images.

key words: human imaging, pedestrian imaging, UWB Doppler radar,
interferometry, false image rejection

1. Introduction

Surveillance systems have become increasingly prevalent in
society. A key goal for these systems is accurate imaging
of the human body. Although cameras have been used for
such applications, their sensitivity in low-light conditions
and their range resolution are inadequate [1],[2]. High-
resolution imaging methods with multiple cameras have also
been proposed [3]-[5]. However, the system size becomes
too large because of the numerous cameras required.

To overcome these problems, radar systems have been
studied and applied to the detection of intruders [6]-[9].
However, these systems are only able to estimate position
to the order of 10 cm and are unable to provide shape infor-
mation. To estimate the shape estimation of moving targets,
inverse synthetic aperture radar systems have been proposed
[10], [11], but they are computationally time-consuming and
provide inadequate resolution. As a solution to these prob-
lems, ultra-wideband (UWB) radar is an efficient tool be-
cause of its high-resolution capability [12]. A shape es-
timation algorithm using UWB radar for a moving target
has been proposed and has achieved high-resolution imag-
ing with a small number of fixed antennas [13], [14]. How-
ever, because this algorithm considers only simple convex
targets, applying it to complex targets such as the human
body is difficult.
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To detect moving bodies, Lin and Ling [15]-[17] pro-
posed an interferometric imaging algorithm with continu-
ous wave (CW) Doppler radar. This algorithm separates
multiple targets using the differences in their Doppler fre-
quencies and extracts the direction of arrival (DOA) of each
target using interferometry techniques. In [16], this algo-
rithm achieved frontal imaging of a human. However, the
range resolution was inadequate because it used CW radar.
In addition, spurious images were detected owing to inter-
ference from the body parts. Therefore, this algorithm can-
not acquire the details of the shape and motion information
of moving humans. For the acquisition of motion informa-
tion, Kim and Ling [18] proposed a motion classification
method with a spectrogram obtained by CW Doppler radar.
However, this method only estimates motion types (walk-
ing, running, sitting, and so on) and cannot estimate motion
parameters.

This paper presents a human imaging algorithm with
UWB Doppler radar and an application example through ex-
periments. First, we explain a basic UWB Doppler radar in-
terferometric imaging algorithm with a range interpolation
method. We examine the experimental examples with this
algorithm and show that many false images are estimated
owing to interference from body parts. To resolve this prob-
lem, we introduce two false image detection and rejection
methods that use velocity information. Our experiment as-
sumes a pedestrian and shows that many false images are
rejected by the proposed methods. The proposed imaging
algorithm achieves adequate human imaging in a real envi-
ronment, and extracts accurate shape and motion parameters
from the estimated human image. Finally, we also show the
imaging examples of pedestrians walking in various direc-
tions.

2. System Model

Figure 1 shows the system model. We assume that the tar-
get is a pedestrian. A transmitting antenna Tx and receiving
antennas Rxj, », and 3 are set up in the x—z plane, and an in-
terferometer is configured using the receiving antennas. The
positions of antennas Tx, Rx;, Rx,, and Rxj3 are expressed
as (x,z) = (df2, d/2+z.), (—=dJ2, —=d[2+z.), (d[2, —d[2+7.)
and (—d/2, d/2+z.). The pair of receiving antennas Rx; and
Rx; constitutes a horizontal interferometer and the pair of
Rx; and Rxj constitutes a vertical interferometer. A setting
of the antenna separation d is discussed in Sect. 4. We take
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Fig.1  System model.

measurements at some z., and an image is acquired by a su-
perposition of imaging result at each position z.. The trans-
mitting signal st(f) is a UWB signal with a center frequency
fo- The bandwidth is W, which corresponds to a downrange
resolution of AR = ¢/2W, where c is the speed of light. We
acquire received signal s;(¢) in range bin k using each Rx;.

3. Basic UWB Doppler Radar Interferometric Imaging
Algorithm

The UWB Doppler radar interferometric imaging algorithm
separates multiple targets in the frequency domain and esti-
mates the scattering center position of each target using in-
terferometry [15], [16] and a range interpolation method. If
different moving targets have different radial velocities, we
can separate these targets by the differences in their Doppler
frequencies. Since human body parts such as arms and legs
generally have different motions, we regard them as multi-
ple moving targets. The Doppler frequency of target n is
expressed as:

2Udn

Jan=—7 D
where vy, is the radial velocity of the target n and A is the
wavelength.

To detect fg,, we determine the time-frequency distri-
bution of the received signals. A transmitting signal st(¥) is
expressed as:

st(t) = T(t)e/>™ !, 2)

where j = V-1 and T'(¢) is the transmitting waveform. The
received signal at Rx; is expressed as:

si(t) = €PN gy s1(t = Tp)e 0T, (3)
n

where 7, is the time delay corresponding to the distance be-
tween the Rx; and the target n, and ag, = Ar,/A < 1 is the
ratio of a receiving amplitude Ag, to a transmitting ampli-
tude A. We acquire s;(f) by a discretization of s;(¢) in terms
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of the time delay. The time delay after the discretization
corresponding to range bin k is expressed as 7,; = 2kAR/c.
The time-frequency distributions of received signals are then
calculated for the scattering center separation. In this study,
the time-frequency distribution S ;(#,v4) is obtained by a
sliding-window discrete Fourier transform (SDFT) [19] of
six(®). S (2, vq) is calculated by:

Six(t,vq) = f su(Dwy (T — He™ e, 4)
where wy(f) is the hamming window function, which is ex-
pressed as:

2r
<
wy(0) 0.54 - 0.46 cos t 0=2t<Ty) 5)

0 (otherwise),

where T, is the window size. The SDFT calculates Eq. (4)
at all time bins. We extract the peaks corresponding to the
scattering centers from the time-frequency distribution. Sig-
nificant peaks of S ;(#, vq) are extracted using the following
conditions:

dIS (1, va)l/dvg = 0, (©)
ISt va)l* > p max | u(t, vo)l, )

where p > 0 is the ratio of the peak extraction threshold
power to the maximum power, and is empirically deter-
mined.

The scattering centers of each separated target are then
estimated by mapping its  — vq on a plane of distance and
DOA, which is determined by the interferometry. The el-
evation DOA 6gr,, and azimuth DOA 6,7z, of target n are
calculated as:

. 1| 48wt van) — LS 30 (2, Van)
OpLn(f) = sin”™! ,
ELA(f) = sin [ Qrd/ ) ] (®)
. 1| 45w (8 van) = LS 21 (2, Vap)
Oazn(r) = sin”! ,
aza(f) = sin [ (2d c0s eL(1)/ ) ®

where &’ is the range bin where target n is detected.
The distance R, (%, vq,) is estimated by finding the range
that maximizes the echo intensity as:

Ry (t,v4n) = AR arg max IS 1x(2, van)l- (10)

To realize high-resolution imaging, however, we must esti-
mate the distance to an accuracy that is better than the range
resolution because our system assumes that AR is of the or-
der of 10 cm. This resolution is insufficient for human shape
estimation. For this purpose, the proposed algorithm uses
an interpolation between the range gates based on the echo
power ratio round the peak. Figure 2 shows an example
of the received signal and true range R(¢, v4,). We estimate
R(t,vqn) using the fractional range D(p,) determined by a
calibration experiment. We first performed the calibration
experiment, in which the echo power ratio was measured at
the two adjacent range gates around the peak when the frac-
tional range D (0 < D < AR) of a point target was varied.
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Fig.2  Example of received signal and the relationship between the true
range R(t, vq,) and the fractional range D(pp).

In this calibration experiment, we measure the maximum
power P; of the received signal, and the power P,, which
is the larger value of the adjacent powers of the maximum
power point. Then, the echo power ratio pp(D) is defined as:

pp(D) = P1/P;. (11)

We use D(pp), which is the inverse function of p,(D) to de-
termine the accurate position of the target. As shown in
Fig. 2, accurate distance R(t, v4,) is estimated by addition of
R (2, v4,) and the fractional range D(pp) as follows:

R(1,v4n) = Ri(t, van) + D(pp). 12)

With R(t, v4,), Oaz(t,v4,) and Og (¢, v4,), the orbits of
the scattering centers X,(?, vg,) are determined by:

Xs(t, Udn) =

xs(t, vdn) R(t’ Udn) cos GEL(I, Udn) sin GAZ(I’ Udn)
Ys(t, van) | = | R(2, van) cOS OgL(2, Vap) COS Oaz(t, van) | . (13)
Zs(t,0an) | | R(2, vap) Sin gL (2, vgy) + Z¢

4. Experimental Setup and Examples

In this section we conduct an experiment using a human tar-
get to investigate the operation of the basic UWB Doppler
radar interferometric imaging algorithm. Figure 3 shows the
experimental site. We assume a pedestrian target on a tread-
mill with a belt speed of 3km/h. In this experiment, the
distance between the antennas and the target’s torso is fixed
to 2.7 m by using the treadmill to clarify the characteristics
and problems of the basic UWB Doppler radar interferomet-
ric imaging algorithm. The heights of the pedestrian and the
treadmill are 182 and 14 cm.

The center frequency of the transmitting pulse is
f0=26.4 GHz. Our experiment uses a CW signal modulated
with an m-sequence of chip width 2 nsec, which gives the
range resolution of AR=30cm [20], [21]. The received sig-
nal waveform s;,(¢) is acquired by taking a cross-correlation
of a raw received signal with a time-shifted m-sequence
[20]. Horn antennas are used with —3 dB beamwidth of +
11° in both the E- and H-planes. The antenna separation d
is set by consideration of aliasing and accuracy in the DOA
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Fig.3  Experimental site of the target on the treadmill.
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Fig.4 Outline of relationship between target and illumination area of
transmission beam.

estimation process. As shown in Egs. (8) and (9), DOA esti-
mation accuracy is improved by setting a large d. However,
an unambiguous range of DOA is determined by d because
of the aliasing. From Eq.(8), the unambiguous range of
the elevation DOA is + sin”™" (1/2d). Consequently, we must
choose as large a d as possible, taking the observation area
into consideration. Our experiments set d = 3.5cm, and
the unambiguous ranges of elevation and azimuth DOAs are
both +9.47°. These unambiguous ranges are sufficient for
our experimental setting. The inter pulse period is 1.29 ms,
and the window size wt for SDFT is 165 ms. We take mea-
surements at three antenna positions for the acquisition of
data that correspond to the whole body: z.=0.56, 1.26, and
1.81 m. Figure 4 shows the outline of the relationship be-
tween the target and the illumination area of the transmis-
sion beam at each antenna position. The antennas receive
the echoes mainly from the head in position (i), arms and
body in position (ii), and legs in position (iii).

Figure 5 shows a spectrogram at the range bin 9 (2.7 m)
IS 10(2, vq)? for each antenna position. The radial velocity
variations of the arms and legs are detected at antenna posi-
tions (ii) and (iii), and oscillations of the head and the body
are observed at positions (i) and (ii). Figure 6 shows the hu-
man image estimated by the basic UWB Doppler radar inter-
ferometric imaging algorithm. Here, we use the data of half
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Doppler radar interferometry.
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a walking cycle for imaging, and set p=0.25. Since many
false images are confirmed, we cannot accurately recon-
struct the image of the human body from this result. These
false images are caused by the interference of the echoes
from various body parts.

5. False Image Detection and Rejection Method
5.1

False Image Rejection Method Using Velocity Infor-
mation

To resolve the problem described in the previous section, we
propose a false image detection and rejection method. First,
we clarify the mechanism of such false images with a simple
numerical simulation. We assume a two-point target that has
a pendulum motion, and set the antenna separation d=5 mm
and the center position of the antennas z.=0. With this an-
tenna setting, the unambiguous range of DOA is +r/2. Fig-
ure 7 shows the orbits of the targets. Omni-directional an-
tennas are assumed, and the received signals are calculated
with ray-tracing. Other radar settings and parameters are the
same as in the previous section. Figures 8 and 9 show the
spectrogram and the estimated image. The false images are
estimated where the target does not exist. Comparing Figs. 8
and 9(b), we find that false images are generated when in-
terference of the echoes has occurred. The DOA is esti-
mated using the phase difference between two antennas, as
expressed in Egs. (8) and (9); however, the phase estimation
errors are caused by interference. Figure 10(a) shows the
outline of the phase estimation error at an antenna, where
the horizontal and vertical axes are the real and imaginary
parts of a received echo. Since this error is caused at all
antennas, the estimated phase differences also have errors.
For this reason, the DOA is estimated in the direction where
the target does not exist. In addition, amplitude variation
of the echo leads to fast motion of the false images. Fig-
ure 10(b) shows the effect on the amplitude variation and
the phase error that occurred owing to the amplitude varia-
tion. For example, in Fig. 8, the amplitude ratio of targets 1
and 2 varies from 1.26 to 1.451in 0.2s < t < 0.3 s, and scat-
tering centers corresponding to these data move at a veloc-
ity of approximately 4 m/s. This velocity is greater than the
maximum velocity of the assumed target, which is 2.5 m/s.

=
.Q
-0.2 Target 1
S’
€ -04
)
Pendulum motjon
(x=0.25m)
-0.6
Target 2 l/
08 S ————— l/
0 0.2 0.4 0.6 0.8 1
yim]

Fig.7

Orbit of targets in numerical simulation.




SAHO et al.: PEDESTRIAN IMAGING USING UWB DOPPLER RADAR INTERFEROMETRY

2 T T T 0
Target 2

Interference

N
S

G
S
[gpl1amod

! . L . ! L . . !
02 04 06 08 1 12 14 16 18 2
1[s]

Fig.8  Acquired spectrogram in simulation.

-0.2 T 0.2

sl B | s ™ Naadt™ P~ e
-0.4 1 04
05 1_-05
E E

N ]

-06 1706

07 1 -07 X -~ X -

, VA /' \ /£

08} n 1 ospfl \.// ' L.

. Truem
Estimated
-0.9 -0.9

02 03 "0 02 04 06 08 1
x[m] 1[s]

(b) z(0)

Fig.9  Estimated image in simulation.

True o
Estimated

12 14 16 18 2

(a) Frontal view

Im
False point variation

¢Im
Estimated false point

“-...._Desired B Desired

interfered

Re Re

— Amplitude
variation

(a) Effect on interference (b) Effect on amplitude variation

Fig.10  Outline of mechanism of false images.

Therefore, many false images have a velocity greater than
the maximum velocity assumed by the motion type.

Based on the above discussion, we propose a false im-
age rejection method. First, we reject the estimated points
with relatively large velocities and remove the images that
satisfy the following condition:

Umax < [V(Z,vq)l, (14)

where vyax 18 the assumed maximum speed, and v(t, vg) is
the velocity estimated as the time-derivative of a scattering
center position as:

v(t,vq) = dx,(t, v4)/dt. (15)

Next, isolated points are removed. We assume a sphere with
radius Rg whose center is at X4(?, vg,,), and count the number
of scattering centers Np within it. We reject the scattering
centers that satisfy the condition:

NF/NA <a, (16)
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Fig.11  Frontal (1) and side views (r) of estimated image after applying
the false image rejection method.

where N, is the total number of estimated points, and @ < 1
is the threshold ratio of the number of false points to the
total number of points. « is empirically determined by the
spatial resolution.

Figure 11 shows the estimated image after applying
the false image reduction method to the same data as in
Fig.6. We empirically set vx=2.5m/s, Rp = AR/10 =3
cm, and @=0.003. The proposed method removes most of
the false images. However, the estimated region becomes
small, because weak echoes from some body parts are also
suppressed by this simple false image reduction method. For
example, the echo intensity from the arms is lower than that
from a torso as shown in Fig. 5(b).

5.2 Adaptive Peak Extraction

For detection of low power echoes, relatively low p must
be set in Eq. (7). However, false peaks caused by interfer-
ence are not suppressed when threshold p is small. Fig-
ures 12(a) and (b) shows examples of echo peaks estimated
for p = 0.25 and 0.15. Here, the false image rejection
method described in the previous section is applied. As il-
lustrated in these examples, the number of extracted peaks
corresponding to the arms is relatively small for p = 0.25,
and many false peaks remained for p = 0.15. This is be-
cause the threshold that we used was fixed independently of
vq. To resolve this problem, we modified the Eq. (7):

IS (2, va)* > p(va) max IS :(t, vl a7

This condition means that threshold p depends on vg. In
walking motion, for example, the swinging motion of the
arm has large radial velocity compared with the body oscil-
lation. Thus, if v4 is large, p(v4) should be small in position
(ii).

We next explain how to determine the threshold p(vg).
As discussed above, p(vq) should be changed depending
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on the echo power. In addition, false echo peaks are not
suppressed by the false image rejection method when p is
set to be small. Consequently, if the amount of interfer-
ence is relatively large, p(vq) should be set to a large value.
We divide the radial velocity axis between N, segments:
Udmax — (k — 1)Avg-Vgmax — kAvg (k = 1,2,---, Ny), where
Avg = 20gmax/Ny and vgmax 1S the maximum radial veloc-
ity. The threshold for each segment k is defined as p(kAvy).
For each segment k, the following procedures determine

p(kAvy):

1. Estimate the maximum power density Pp,x and noise
power density Py, and set o = ¥ Pmaxi/ PNk-

2. Extract the peaks satisfying Eq. (17) for p(kAvg) = px
and obtain an image.
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3. Count the number of points Ny satisfying Eqs. (14) and
(16).

4. Estimate B; = Nyx/Na, where Ny is the total number
of estimated points.

5. If Br < B or Nax = 0, determine p(kAvg) < pi. Oth-
erwise, px < pr + Ap and go to 2.

Figure 12(c) shows the peaks extracted using the pro-
posed extraction method. We empirically set N, = 16,
B = 0.6,y = 1/10000 and Ap = 0.01. This figure indicates
that peaks corresponding to both the body and the arms are
accurately extracted. Moreover, the number of false peaks is
reduced compared with the image in Fig. 12(b) for a fixed-
threshold p = 0.15.

The procedure of the proposed imaging algorithm is
summarized in Fig. 13. Our proposed imaging algorithm
generates images using the basic UWB Doppler interfero-
metric imaging algorithm and extracts reliable images using
the methods described in Sects. 5.1 and 5.2.

6. Results and Discussion
6.1 Human Imaging Results and Performance

Figure 14 shows the estimated image after applying the
adaptive peak extraction method to the data of Fig. 11. The
estimated region becomes large without increasing the false
images, and an outline of the human body is estimated.
In addition, the proposed imaging algorithm also acquires
the radial velocity of each estimated scattering center. Fig-
ure 15(a) shows the radial velocity of Fig. 14. This figure
indicates that radial velocities corresponding to the walking
motion were detected. From the data of Fig. 14, when the
right foot swings forward, the positive radial velocity cor-
responding to this motion is observed, and the left foot has
negative radial velocity. In addition, Fig. 15(b) shows the
image estimated from the data of the next half of a walking
cycle of Fig. 15(a). The signs of the radial velocities of the
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legs and arms are reversed compared with Fig. 15(a). This
important pedestrian feature is observed.

Next, we investigate the accuracy of the estimated im-
age from its side view. We compare the scattering center
positions extracted from the video and the image estimated
by the proposed imaging algorithm. A scattering center
is the position where a radar radial direction and a target
surface intersect perpendicularly. We calculate such points
from the video. Figure 16 shows the scattering center po-
sition extracted from the video and estimated side views
in positions (ii) and (iii). Although many estimated scat-
tering centers are matched, some imaging points are esti-
mated where scattering centers are not obtained from the
video. In Fig. 16(b), the extraction of the scattering centers
corresponding to shoes from the video is difficult. Thus,
we might think that the imaging points near (y, z)=(2.85 m,
0.4m) and (2.7m, 0.35m) correspond to the shoes. Simi-
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Fig.16  Estimated points and scattering centers extracted from the video
in side view.

larly, in Fig. 16(a), strict scattering center estimation from
the body is difficult. However, we can confirm that many
scattering centers are accurately estimated except for such
points. These results verify that the proposed imaging algo-
rithm achieves adequate human imaging in a real environ-
ment and can acquire features of the image motion.

6.2 Shape/Motion Parameter Extraction

This subsection describes shape/motion parameter extrac-
tion examples. We extract these parameters: walking cycle,
step, shoulder width, and height. A walking cycle corre-
sponds to two spectrogram cycles. Hence we estimate the
cycle of the spectrogram T using the Fourier transform, and
then the walking cycle is estimated as Ty, = 275. Next, a
walking step is estimated from T, and the walking velocity.
The walking velocity is estimated by deriving it from the
scattering centers of the body. However, this study assumes
a pedestrian on a treadmill; therefore the walking velocity vy,
is the treadmill’s belt speed. Walking step Ay, is estimated
by:

(18)

Shoulder width and height are directly estimated from a
frontal view of the human image. The maximum and min-
imum values of the estimated image in terms of the x axis
are Xpyax and xpyi,. Shoulder width Ly is estimated by:

Ls = Xmax — Xmin- (19)
In the same way, height L, is estimated by:
Ly = Zmax — Zmin- 20)

Table 1 shows the true and estimated parameters of a pedes-
trian target of Fig.3. We use the same data as in Fig. 15.
This table shows that all parameters were accurately ex-
tracted.

Next, we demonstrate the parameter extraction for a va-
riety of pedestrians. Table 2 shows the assumed targets and
their heights and steps. We assume three pedestrian subjects
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Table1 True and estimated parameters for target of Fig. 3.
Parameter True Estimated
Walking cycle Ty 1.44s 1.50s
Step Aw 60.0 cm 62.5cm
Shoulder length Lg | 46.0cm 49.4cm
Height Ly, 182cm 184 cm
Table 2  Assumed targets for the experiment of shape/motion parameter

extraction, and their true heights and steps.

Target A

Target B Target C

Height 182 cm 170 cm 158 cm

Step a (small) 46 cm 44 cm 44 cm
Step b (middle) 60 cm 52 cm 52 cm
Step c (large) 67 cm 64 cm 58 cm
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Fig.17  Relationship between extracted A,, and Ly, of each target.

whose heights are different. Each pedestrian walks with
three types of steps on the treadmill. We identify nine types
of targets by extracted height Ly, and step A,, and measure
them sequentially. The experimental setting and parameters
are the same as in the previous section. Figure 17 shows
the relationship between the extracted Ay, and Ly. In this
figure, we used the data of a walking cycle to estimate A,
and Lj, and plot the parameters of five walking cycles for
each target. We realized accurate parameter extraction, and
it is easy to confirm that nine types of data were used. The
mean errors of Ay, and L, are 1.45 cm and 4.17 cm. These re-
sults verify that accurate extraction of walking parameters is
achieved from the human image estimated by the proposed
imaging algorithm.

IEICE TRANS. COMMUN., VOL.E96-B, NO.2 FEBRUARY 2013

(a) Experimental site (b) Summation of the spectrograms for range bins

Fig.18  Experimental setup and spectrogram at z. = 0.36vm of a
pedestrian target without a treadmill.
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Fig.19  Frontal (1) and side views (r) of estimated image of an pedestrian
walking toward the radar without a treadmill.

6.3 Application to a Pedestrian Target Walking Toward the
Antennas

In this subsection, we assume an actual pedestrian target
without a treadmill, and clarify the performance of the
proposed imaging algorithm in a realistic situation. Fig-
ure 18(a) shows the experimental site. The target walks from
(x,y) = (0,3.9 m) to (0, 1.5 m) with a walking step of 0.6 m
and a mean speed of 0.86 m/s. The height of the examinee
is 1.75m. We measure at four antenna positions: z.=0.36,
0.82, 1.29, and 1.54 m. We measured data at not three but
four different positions in this case because three antenna
positions cannot cover the whole body when the target is
close to the radar system. Figure 18(b) shows the summa-
tion of the spectrograms for all range bins at z; = 0.36 m.
The radial velocity variations of his legs are confirmed, and
the offset of the spectrograms corresponds to the mean walk-
ing speed.

Figure 19 shows the image estimated by the proposed
algorithm using the data of # > 1.5 s. This is because that the
signal-to-noise ratio at ¢ < 1.5 s is insufficient for an imag-
ing. Parameters vm.x, Rp, and @ have the same values as in
the previous subsection. We extract the outline of the hu-
man and the radial velocity features of the walking motion.
With the side view, we can see the walking motion which
corresponds to three steps. Note that our imaging capabil-
ity only depends on a signal-to-noise ratio, not the distance
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Fig.20  Frontal (1) and side views (r) of estimated image of a pedestrian
who walks away from the radar along the y-axis.

between the target and the antennas. In z < 0.8 m, the scat-
tering centers with relatively large velocities corresponds to
the swinging of the leg, and the scattering centers with small
vq corresponds to the other leg in contact with the ground.
Moreover, the arm swinging motion is detected as relatively
large velocities over about 0.8 m < z < 1.3m. These re-
sults mean that we can confirm the walking motion features,
and the effectiveness of our proposed algorithm is also con-
firmed for an actual pedestrian target without a treadmill.

6.4 Imaging Examples of a Pedestrians Moving in Various
Directions

This subsection shows imaging examples of pedestrian tar-
gets having a variety of directions. The parameters of the
radar and the proposed algorithm are the same as in the pre-
vious section. First, we assume a pedestrian who walks
away from the radar. The target walks from (x,y)=(0m,
1.5m) to (Om, 3.9 m) with a walking step of 0.6m and a
mean speed of 0.86m/s. The height of the examinee is
1.63 m. Figure 20 shows the frontal and side views of the es-
timated image using the data with sufficient signal-to-noise
ratio. This figure confirms that the human outline and the
features of walking motion are obtained same as the exam-
ple described in the previous section.

Finally, we show the imaging results of pedestrians
having oblique walking directions. We assume two scenar-
ios: case A assumes the target walks from (x, y)=(—1.03 m,
2.69m) to (1.03m, 1.51 m) and case B assumes the target
walks from (x, y)=(—1.03m, 2.41 m) to (1.03 m, 1.79 m). In
both scenarios, the mean speed and the height of the target
are 0.8 m/s and 1.78 m. Figure 21 shows the top and frontal
views of the estimated image for case A, where X is the
axis perpendicular to the walking direction. We use the data
which corresponds to the target within the beam illumina-
tion area. Although the number of scattering centers in the
relatively large X is small because of shadowing, a human
outline and walking orbit are sufficiently detected. Figure 22
shows the top and frontal views of the estimated image for
case B. The radial velocities become small compared with
case A because the walking orbit is close to cross-range di-
rection. In addition, the effect on the shadowing is larger
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Fig.21  Top (1) and frontal views (r) of estimated image of a pedestrian
with an oblique walking direction (case A).
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Fig.22  Top (1) and frontal views (r) of estimated image of a pedestrian
with an oblique walking direction (case B).

than case A. However, the walking orbit and the human out-
line are extracted to some extent. These results indicate that
our proposed method is applicable to target motion with ar-
bitrary directions.

7. Conclusions

This study proposed a human imaging algorithm with UWB
Doppler radar. We explained the operation of the basic
UWB Doppler radar interferometric imaging algorithm and
showed that its use yields many false images because of in-
terference. We then clarified the mechanism of such false
images, and proposed false image detection and rejection
methods using velocity information. The experiment, which
assumed a pedestrian on a treadmill, indicated that the pro-
posed imaging algorithm achieved adequate human imag-
ing. Walking motion features were also confirmed. We also
examined shape and motion parameter extraction, and ver-
ified that accurate parameters can be extracted from the es-
timated human images. Finally, we conducted experiments
that assumed an actual pedestrian target without a treadmill.
These experiments verified that our proposed imaging algo-
rithm achieved estimation of a human outline and a walking
orbit for the pedestrian targets walking in various directions.
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