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SUMMARY Microwave systems have a number of promising appli-
cations in surveillance and monitoring systems. The main advantage of
microwave systems is their ability to detect targets at distance under ad-
verse conditions such as dim, smoky, and humid environments. Specifi-
cally, the wide bandwidth of ultra-wideband radar enables high range res-
olution. In a previous study, we proposed an accurate shape estimation
algorithm for multiple targets using multiple ultra-wideband Doppler inter-
ferometers. However, this algorithm produces false image artifacts under
conditions with severe interference. The present paper proposes a tech-
nique to suppress such false images by detecting inconsistent combinations
of the radial velocity and time derivative of image positions. We study the
performance of the proposed method through numerical simulations of a
two-dimensional section of a moving human body, and demonstrate the re-
markable performance of the proposed method in suppressing false image
artifacts in many scenarios.
key words: ultra-wideband radar, multiple interferometers, Doppler radar,
walking human, shape estimation, false image rejection

1. Introduction

In modern society, there is a wide range of applications for
techniques that automatically monitor human movements,
such as the prevention of terrorism and home healthcare.
At present, many automatic monitoring systems use optical
cameras [1], [2]. However, optical cameras cannot accu-
rately identify the distance between the target and the cam-
era, and cannot work in adverse conditions such as dim,
smoky, and humid environments.

The high range resolution capability of ultra-wideband
(UWB) radar represents a promising means of overcoming
these difficulties. A number of UWB radar imaging algo-
rithms have been proposed. For example, back-propagation
imaging algorithms [3]–[5] are widely applied because of
their simple processing. However, to reconstruct a detailed
target shape, the back-propagation imaging algorithm re-
quires large-scale array antennas or mechanical scanners,
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leading to bulky and costly systems. To solve this problem,
inverse synthetic aperture radar (ISAR) imaging algorithms
[6], [7] have been developed. Although ISAR imaging al-
gorithms exploit target motion instead of scanning anten-
nas, they are mainly designed for targets with simple motion
such as rotation and translation, and are therefore unsuitable
for the imaging of human bodies in motion.

We have already proposed a UWB imaging method us-
ing a small number of antennas [8]. This uses multiple in-
terferometers [9] to estimate the scattering centers of targets
in multiple directions [10]. By clustering the radial veloci-
ties, the algorithm determines which target these scattering
centers belong to. Finally, the method estimates the whole
target image by applying motion compensation to the clas-
sified scattering centers. Although our previous method can
estimate accurate target shapes using only a small number of
antennas, this method is limited by false image artifacts un-
der conditions with severe echo interference from different
targets. This drawback significantly reduces the method’s
reliability in certain applications.

To overcome this problem, we now propose a false im-
age suppression method that exploits two means of estimat-
ing the target velocity. The proposed method rejects false
estimated images by detecting inconsistent combinations of
the radial velocity and time derivative of the image posi-
tions, and estimates a clear image of multiple targets as a
result of improved accuracy [8]. In this paper, we first ex-
plain the conventional UWB Doppler radar imaging method,
and confirm that false images are output when the scatter-
ing centers are misclassified. We then explain our proposed
method, and verify its remarkable performance using nu-
merical simulations.

2. System Model

Figure 1 illustrates our indoor surveillance system. We as-
sume that a person walks in a straight line within a room,
and set six interferometers on the ceiling at 2 m intervals.
Each interferometer is composed of one transmitter and two
receivers. The two receivers are 5.0 mm apart in the x di-
rection, corresponding to approximately half a wavelength,
and the transmitter is located halfway between the receivers.
The system model assumed in this study uses antennas with
a fan beam that has high and low directivities in the vertical
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Fig. 1 Indoor surveillance system used in this study to model a person
walking through a room.

and horizontal directions, respectively. Therefore, we as-
sume that the beam covers only the torso and arms. Under
this assumption, the 3-dimensional model in Fig. 1 can be
approximated as the 2-dimensional model shown in Fig. 2.
For simplicity, we consider this 2-dimensional problem. We
assume that some method of signal separation is used to en-
sure that the transmitter pulses do not interfere with each
other. The radar has a 26.4 GHz center frequency, 730 MHz
-10 dB bandwidth, and 1.3 ms pulse interval.

We consider the cross-section of a walking person with
time-varying velocities as in Fig. 3. For simplicity, the torso
is modeled as an ellipse, and the arms are modeled as cir-
cles. The circular and elliptical target models in our 2-
dimensional scenario correspond to circular and elliptical
cylinders in an actual 3-dimensional scenario. Various hu-
man models are reviewed in [11] and [12]. The center of
the torso (Xa(t),Ya(t)), center of the left arm (Xb(t),Yb(t)),
and center of the right arm (Xc(t),Yc(t)) move with time t
according to

Xa(t) = xf (1)

Ya(t) = −Vf t + yf (2)

Xb(t) = xf − lf (3)

Yb(t) = Ya(t) − Af sin(2πt/Tf ) (4)

Xc(t) = xf + lf (5)

Yc(t) = Ya(t) + Af sin(2πt/Tf ), (6)

where xf is the offset of movement along the x-axis, yf is
the offset of movement along the y-axis, lf is the distance
between the center of the torso and the center of the arms,
Vf is the velocity of the torso, Af is the amplitude with which
the arms swing, and Tf represents the period of the swinging
motion. The rotation period of the torso corresponds to the
period with which the arms are swinging. The rotation angle
ωf (t) is expressed as

Fig. 2 Two-dimensional model approximated from Fig. 1 that is consid-
ered in this study.

ωf (t) = θf0 sin(2πt/Tf ), (7)

where θf0 is the maximum rotation angle. We set xf = 0.3 m,
yf = 2.8 m, lf = 0.2 m, Vf = 1.32 m/s, Af = 0.3 m, and
Tf = 1.41 s. In addition, we set θf0 to 10◦, which is rep-
resentative of an actual walking human [13], [14]. Under
these conditions, we perform a series of ray tracing numeri-
cal simulations. In our ray-tracing simulations, we consider
only a single reflection without multipath echoes. We do
not consider penetration or diffraction, either. The targets
are modeled with perfect electric conductor.

In our simulations, we evaluate the signal quality us-
ing the signal-to-noise ratio (S/N) instead of signal-to-
interference ratio (S/I). This is because signal and interfer-
ence components cannot be separated, considering that all
echoes are reflections from various parts of a human body.
All the echoes are, therefore, necessary in estimating the tar-
get shape.

3. Conventional Methods

3.1 Position Estimation and Target Velocity Estimation
Using Doppler Radar Interferometric Imager

A UWB Doppler radar imager [10] separates multiple scat-
tering centers in the time-frequency domain, and then es-
timates their positions. If different scattering centers have
different radial velocities, they can be separated using the
difference in their Doppler frequencies. To determine the
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Fig. 3 Human body model used in our study.

Doppler frequencies, we apply a short-time Fourier trans-
form (STFT) to the received signal. After separation, we
then estimate the position of the scattering center for each
echo. We estimate the distance to the target using range in-
terpolation, and seek the range that maximizes the echo in-
tensity. We also use interferometry to estimate the direction-
of-arrival; details can be found in Appendix. From this dis-
tance and direction-of-arrival information, the position of
the scattering center can be estimated. The correspondence
between the estimated scattering centers and targets is un-
known, and so the range of the estimated image is restricted.
To overcome this problem, we estimate the target velocity
from a combination of radial velocities.

Let v be the actual velocity vector of the target, and
im1

i1
and im2

i2
be the unit radial vectors from the i j-th interfer-

ometer to the mj-th scattering center x
m j

i j
for j = 1 and 2,

respectively. The equations
⎧⎪⎪⎨⎪⎪⎩

vTim1
j1
= vm1

j1
and

vTim2
j2
= vm2

j2

(8)

then hold [8], where T is the transpose operator. Equation (8)
estimates the correct v, regardless of i1,i2,m1, and m2, if xm1

i1
and xm2

i2
belong to the same target. However, Eq. (8) es-

timates an incorrect v if xm1
i1

and xm2
i2

belong to different
targets.

3.2 Scattering Center Classification Using a Clustering
Algorithm in the Velocity Space

In this section, we classify the scattering centers based on
the principle explained in the previous section. First, we ap-
ply Eq. (8) for all combinations of i1, i2, m1, and m2, and
estimate the velocity candidates in the vx-vy space. We then
extract dense candidate sets as clusters, because the candi-
dates that have been estimated correctly will be dense. The
density-based spatial clustering of applications with noise
(DBSCAN) [15] is appropriate in this case, because it not

Fig. 4 Interferometer 1 spectrogram calculated using the STFT.

only separates the given data points into multiple clusters,
but also rejects points that do not form any dense clusters.
DBSCAN first selects a point p, and then calculates N(p),
which is the set of points within a distance D of p. The
DBSCAN algorithm then determines the density-reachable
point q that satisfies

1. q ∈ N(p)
2. |N(p)| ≥ Nmin,

where Nmin is the threshold for the number of points. DB-
SCAN repeats these steps and extracts the density-reachable
points as a cluster. We first apply DBSCAN in the vx − vy
space, and then apply it to the median value of the extracted
clusters in the vx − vy − t space to remove falsely extracted
clusters. We define the proximity as an ellipsoid with major
axis Da and minor axis Db in the vx− vy− t space, and define
the threshold for the number of points as N′min.

Next, we apply α − β filter tracking [16] to the median
value vn of the velocities extracted as cluster n by DBSCAN.
The α − β filter is expressed as

vsn(tk) = vpn(tk−1) + α(vn(tk) − vpn(tk)) (9)

asn(tk) = apn(tk−1) + β
(vn(tk) − vpn(tk))

Δt
(10)

vpn(tk) = vsn(tk−1) + Δtasn(tk−1) (11)

apn(tk) = asn(tk−1), (12)

where tk is the discretization time given by Δt, vsn(tk) =
(vsxn(tk), vsyn(tk)) is the smoothed velocity, vpn(tk) =

(vpxn(tk), vpyn(tk)) is the predicted velocity, asn(tk) =

(asxn(tk), asyn(tk)) is the smoothed acceleration, and apn(tk) =
(apxn(tk), apyn(tk)) is the predicted acceleration. If the α − β
filter tracks vn correctly, the classification results are cor-
rectly connected in the time domain. Finally, we apply mo-
tion compensation [9] to the classified scattering centers,
and estimate the target image.

3.3 Performance Evaluation of the Conventional Method

In this section, we evaluate the conventional method under
S/N = 23 dB. We define S/N as the ratio of the peak in-
stantaneous signal power to the averaged noise power after
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Fig. 5 Target velocities estimated from all possible combinations of ra-
dial velocities. The actual target velocities are shown as black circles.

Fig. 6 Results of classification in the velocity space. vx is the velocity of
the x-axis, vy is the velocity of the y-axis, and t is time.

applying the matched filter. Figure 4 is the spectrogram es-
timated by applying STFT to the signal received by inter-
ferometer 1. This figure shows the torso’s constant radial
velocity and the arms’ sinusoidal radial velocity. We use the
signal from 0.4 ≤ t ≤ 0.8 for imaging, as the velocities are
accurately separated in this period.

Figure 5 shows the distribution of velocity candidates
at t = 0.7 s. The black circles denote the actual velocities,
and the red circles represent the velocity candidates. This
figure shows that many candidates are estimated around
the actual velocities, whereas candidates are sparse in other
places. However, this figure also shows that candidates are
dense at some points, even though they are different from
the actual velocities. Figure 6 shows the result of applying
DBSCAN in the vx − vy space at each time bin, applying
DBSCAN to the median value of the extracted candidates in
the vx − vy − t space, and applying α − β tracking. The pa-
rameter values here are D = 0.3 m/s, Nmin = 5, Da = 0.6 s,
Db = 50Δt, N′min = 40, α = 0.2, and β = 0.05. The val-
ues of α and β are based on those in a Minimum-Variance
filter [16]. This figure shows that those velocities that are
equal to the actual velocities are connected to each other.
However, some targets in Figs. 5 and 6 are only tracked for
a short time, which means that these targets are likely to be
false images. The false images are generated by erroneous
target velocity estimates; multiple pairs of echoes coinci-

Fig. 7 Estimated image using the conventional method.

dentally have consistent Doppler velocities, but this consis-
tency only lasts for a short time. Nevertheless, some of the
continuous velocity trajectories become too long to remove
using DBSCAN in the vx− vy− t space. This deteriorates the
imaging quality as shown below.

Figure 7 shows the estimated image using the classifi-
cation results. From this figure, we can see that the shape of
the target is expressed correctly, but some image estimates
give a false shape because of misclassification. The con-
ventional method suffers from false image estimation due to
such misclassification of the scattering centers.

4. Proposed Method

The proposed method exploits the consistency of radial ve-
locities to suppress false images resulting from the misclas-
sification of scattering centers. The velocity of a scattering
center xin(t) = (xin(t), yin(t)) is expressed as

vxxin(t) =
d
dt

xin(t) (13)

vxyin(t) =
d
dt
yin(t), (14)

where vxxin(t) is the x-axis velocity of xin(t), vxxin(t) is the y-
axis velocity of xin(t), i denotes the index of interferometer
estimating xin(t), and n is the cluster number to which xin(t)
belongs. We can consider the scattering center’s velocity
to be the target velocity, as the rotation of the target and
the scattering center’s movement on the target can be ne-
glected over short time periods. We have already estimated
the target velocity using radial velocity combinations in the
previous section.

We now explain how artifacts are generated by wrongly
classified scattering centers. We can detect incorrect clas-
sifications by comparing two target velocity estimates ob-
tained using the Doppler shift and the time-derivative of the
target position, respectively. Figure 8 illustrates two differ-
ent classifications of three scattering centers. The scattering
centers are denoted as xi j for the i-th interferometer and the
j-th cluster. In this case, the scattering centers are estimated
using interferometers 1, 2, and 3, respectively. If the scatter-
ing centers are classified correctly, x1 and x2 are included
in the same cluster, encircled by a red solid line, whereas a
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Fig. 8 An example of classified scattering centers.

Fig. 9 Velocity comparison using the correct classification in Fig. 8.

wrong classification generates a cluster surrounded by a red
dashed line.

Figures 9 and 10 are schematics of a comparison of the
velocity estimates obtained using the Doppler shift and the
time-derivative of the scattering center positions. In Fig. 9,
vx

11 and vx
21 are estimated by differentiating the scattering

center positions x11 and x21, whereas v1 is estimated us-
ing the Doppler shift of the echoes, which is independent
of the position of the scattering center. This is because
the positioning is achieved using the ranging function of a
UWB radar, combined with the direction-of-arrival calcu-
lated from the phase difference. If targets 1 and 2 belong to
the same cluster, estimates vx

11, vx
21, and v1 must be reason-

ably close to one another.
In contrast, Fig. 10 shows how we can detect wrongly

classified scattering centers using the same approach. In this
case, two scattering centers belong to different targets (an
arm and torso). Here, the three target velocity estimates vx

32,
vx

22, and v2 are different. In this way, we can effectively de-
tect misclassifications by finding inconsistent combinations
of velocities estimated from two different aspects of the re-
ceived signal.

Next, we explain the details of our proposed method.
We calculate vx

in(t) by subtracting the positions of the scat-
tering centers. vx

in(t) = (vxxin(t), vxyin(t)) is expressed as

Fig. 10 Velocity comparison using the incorrect classification in Fig. 8.

vxxin(t) =
xin(t +

td
2

) − xin(t − td
2

)

td
(15)

vxyin(t) =
yin(t +

td
2

) − yin(t − td
2

)

td
, (16)

where td is the time period used for velocity estimation. This
velocity estimates assume that the target rotation and the
scattering center’s movement on the target can be neglected
for td. For stable velocity estimation, we set td to some large
value. We then compare vx

in(t) with the value of vsn(t), as es-
timated by the α − β filter described in the previous section,
and extract vx

in(t) satisfying

|vsn(t) − vx
in(t)| < dv, (17)

where dv is the velocity threshold. Finally, we consider
xin(t + td

2 ) and xin(t − td
2 ) to be correctly classified, and

remove the other classifications. Additionally, we remove
misclassifications by removing clusters that do not include
more than Nv scattering centers at t.

5. Performance Evaluation of the Proposed Method

Figure 11 shows the estimated torso velocity around vx = 0
m/s, vy = −1.7 m/s in Fig. 6 and the velocity estimated from
the scattering centers associated with the torso velocity. We
empirically set td = 50Δt. Circles denote the torso’s velocity
as estimated from the radial velocities, and the other points
express the velocity estimated from the scattering centers.
This figure shows that the velocity estimated by the scat-
tering centers is close to that estimated by radial velocities,
because the scattering centers have been classified correctly.

In contrast, Fig. 12 shows the false velocity estimated
around vx = 1.3 m/s, vy = −1.0 m/s in Fig. 6 and the velocity
estimated from scattering centers associated with this false
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Fig. 11 Comparison between the torso velocities from radial velocities
(black circles) and the velocities estimated from the differentiation of scat-
tering center positions (other points).

Fig. 12 Comparison between the false velocities from radial velocities
(black circles) and the velocities estimated from the differentiation of scat-
tering center positions (other points).

Fig. 13 Result of false velocity rejection using the proposed method,
where td = 50Δt, dv = 0.3 m/s, and Nv = 3.

velocity. This figure shows that the velocity estimated from
the scattering centers is far from that estimated by the ra-
dial velocity. This discrepancy is caused by the incorrectly
classified scattering centers. Figure 13 shows the velocities
extracted by Eq. (17), where we empirically set dv = 0.3 m/s
and Nv = 3. We are able to extract the correct velocities and
remove false velocities.

Figure 14 shows the image estimated from the classifi-
cation results. The proposed method generates a clear image
with a root mean square (RMS) error of 6.09 mm, whereas
the image estimated by the conventional method has an
RMS error of 100 mm. Next, we modify the value of S/N,
and evaluate the noise tolerance of the proposed method.
Figure 15 shows the RMS error for various values of S/N.
We should note that there are no plots for S/N < 10 dB in
Fig. 15. This is because the proposed method eliminates un-
reliable data by finding inconsistent velocity combinations.

Fig. 14 Estimated image from the application of the proposed method to
Fig. 7.

Fig. 15 Noise tolerance of the proposed method. Overall, the proposed
method gives an improved image compared with the conventional method
for this range of S/N.

Therefore, due to the low S/N, all of the image points have
been rejected. This figure shows that the proposed method
produces accurate images, compared with the conventional
method, for all values of S/N. The images estimated using
the proposed method have an RMS error less than 24.0 mm
for S/N ≥ 10 dB.

We can also evaluate the performance of the proposed
method under other conditions. Figure 16 shows a scenario
in which the human walks along trajectory 2 and trajectory
3. Trajectory 2 is the straight line at 30◦ from the y-axis,
starting from (0.4 m, 2.7 m). Trajectory 3 is the straight line
at 10◦ from the y-axis, starting from (0.74 m, 2.8 m). Vf , Af ,
Tf , and θf0 are the same as in Sect. 2. Figure 17 shows the
image obtained for trajectory 2; with S/N = 23 dB, there
is an RMS error of 6.79 mm. Figure 18 shows the image
obtained for trajectory 3; with S/N = 23 dB, there is an
RMS error of 7.37 mm. Figure 19 shows the RMS error for
various values of S/N obtained for trajectories 2 and 3. The
images estimated using the proposed method have an RMS
error less than 21.8 mm for S/N ≥ 10 dB. These results
demonstrate the effectiveness of the proposed method under
various conditions.



140
IEICE TRANS. COMMUN., VOL.E99–B, NO.1 JANUARY 2016

Fig. 16 System model for other walking trajectories.

Fig. 17 Estimated image from the application of the proposed method
under trajectory 2.

Fig. 18 Estimated image from the application of the proposed method
under trajectory 3.

Fig. 19 Noise tolerance of the proposed method under another walking
trajectory.

6. Discussion

In this study, the performance of the proposed method has
been evaluated only with a simplified target model consist-
ing of ellipses and circles. This is because the purpose of
this study is to clarify the fundamental problems in imaging
multiple targets in unknown motion, so that we can develop
a robust and accurate imaging algorithm. Therefore, per-
forming simulations using a more realistic human model is
out of the scope of this study. In many existing studies on
radar measurement of a human body, two models are mainly
used: a model with point targets, and a model with cylin-
ders. The former does not take into account the motion of
scattering centers on the target surface, whereas the latter
has only a few echoes, which simplifies the simulated sig-
nals. This study used the latter model with cylinders because
the motion of scattering centers is essential in improving
imaging performance as shown in [8]. An important part
of our future research will be to analyze the effectiveness
of our proposed approach even for a more realistic target
model. Furthermore, although we assumed a 2-dimensional
model only in this study, it would be important to extend the
proposed approach to a 3-dimensional model. Sakamoto et
al. proposed a 3-dimensional imaging using interferometry,
taking advantage of moving scattering centers on the target
surface [9]. This technique can be extended and integrated
with the proposed method in this paper for developing a 3-
dimensional imaging technology, which will be an impor-
tant future task.

In our ray-tracing simulations, we considered only a
single reflection without multipath echoes. This simplifica-
tion can be justified by the following two reasons. First, the
transmit antenna has a fan-shaped beam that has high and
low directivities in the vertical and horizontal directions, re-
spectively, which prevents multipath echoes from the floor
and ceiling. Second, UWB radar signals have a wideband
that corresponds to localized waveforms in the time domain,
after applying a matched filter. This allows us to apply a
time-gating and separate and suppress multipath echoes be-
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cause they have time delay compared with direct echoes. In
addition, the intensity of multipath echoes is smaller than
that of direct echoes, which mitigates the effect of multi-
path interference. In contrast, there are some studies on
even improving imaging performance by exploiting multi-
path echoes. For example, Kidera et al. [17] effectively em-
ployed multipath echoes to reconstruct images of targets in
a shadow region, which cannot be seen directly from the
antenna position. By combining this technique with the
proposed method in this paper, it is expected that we can
improve the imaging performance in a multipath-rich envi-
ronment. The development of such a method is one of the
important research topics in the future.

7. Conclusions

This paper has proposed a false image suppression method
based on the consistency of the Doppler shift and the target’s
position. First, we showed that the conventional method
produces false images if the wrong combination of target
and scattering center is determined in the velocity space.
The proposed method suppresses the false elements in the
estimated image by exploiting contradictions between the
actual target velocity and the radial velocity of the scatter-
ing centers in the false image. We evaluated the perfor-
mance of the proposed method using a 2-dimensional simu-
lation of a walking target consisting of a torso and two arms.
The proposed method outputs clear images with an RMS er-
ror of 6.09 mm. These were clearly superior to the images
given by the conventional method, which had an RMS er-
ror of 100 mm at S/N = 23 dB. Furthermore, we evaluated
the noise tolerance of the proposed method, and revealed
that the RMS error of the images produced by the proposed
method was less than 24.0 mm for S/N ≥ 10 dB. In future
work, we will verify the proposed method using measure-
ment data from an actual human body.
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Appendix: Monostatic Interferometry Method

Figure A· 1 shows the principle of the monostatic interfer-
ometry method, which is used to estimate the scattering cen-
ters. The arrival distance between the antenna d is expressed
as

d = da sin θ, (A· 1)

where da is the distance between the antenna and θ is the
direction of arrival. d can be calculated by another equation,
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Fig. A· 1 Explanation of monostatic interferometry.

expressed as

d =
cΔφ
2π f0
, (A· 2)

where Δφ is the phase difference between the antenna and
f0 is the center frequency. By connecting Eq. (A· 1) and
Eq. (A· 2), θ can be calculated as

θ = sin−1

(
cΔφ

2πda f0

)
. (A· 3)

Because our system assumes da = 5 mm and λ = 11.4 mm,
da < λ/2 holds, which means there are no grating lobes in
this system.
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