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SUMMARY Many researchers have proposed ultrasound imaging tech-
niques for product inspection; however, most of these techniques are aimed
at detecting the existence of flaws in products. The acquisition of an accu-
rate three-dimensional image using ultrasound has the potential to be a use-
ful product inspection tool. In this paper we apply the Envelope algorithm,
which was originally proposed for accurate UWB (Ultra Wide-Band) radar
imaging systems, to ultrasound imaging. We show that the Envelope al-
gorithm results in image deterioration, because it is difficult for ultrasound
measurements to achieve high signal to noise (S/N) ratio values as a result
of a high level of noise and interference from the environment. To reduce
errors, we propose two adaptive smoothing techniques that effectively sta-
bilize the estimated image produced by the Envelope algorithm. An experi-
mental study verifies that the proposed imaging algorithm has accurate 3-D
imaging capability with a mean error of 6.1 μm, where the transmit center
frequency is 2.0 MHz and the S/N ratio is 23 dB. These results demonstrate
the robustness of the proposed imaging algorithm compared with a conven-
tional Envelope algorithm.
key words: ultrasound 3-D imaging, accurate imaging, robust imaging,
adaptive smoothing

1. Introduction

An accurate three-dimensional (3-D) measurement method
is essential in the production of devices with reflective sur-
faces. Although various optical 3-D imaging methods have
been applied for this purpose [1], [2], the accuracy of these
methods is degraded by the surface luminance of the ob-
jects under the test. Imaging methods based on ultrasound
show promise, as they resolve most of the conventional is-
sues. Although many ultrasound inspection methods have
been proposed, [3]–[5] and have realized the accurate de-
tection of cracks and their parameters, the images produced
are two-dimensional (2-D), and not 3-D as required in our
assumed application. Current 3-D imaging methods, such
as the time-reversal [6], [7] and synthetic aperture methods,
[8], [9], are not sufficiently accurate.

To resolve these problems, we apply an advanced algo-
rithm developed for UWB (Ultra Wide-Band) radar systems
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to our ultrasound system. A similar study has been reported
in [10], in which the Shape Estimation Algorithm based on
the Boundary Scattering Transform and Extraction of Di-
rectly scattered waves (SEABED) was applied to ultrasound
data. SEABED is based on the reversible Boundary Scat-
tering Transform (BST) between the time delay and target
boundary [11], [12]. Although the algorithm was originally
designed for Ultra Wide-Band (UWB) radar applications, it
has been confirmed that SEABED can also be used to pro-
duce accurate 2-D acoustic images in cases with high S/N
ratios [10]. This algorithm is, however, quite sensitive to
small range errors, since the BST uses a derivative of the
observed ranges.

To avoid this problem, we make use of another accu-
rate 3-D imaging algorithm, the Envelope algorithm [13].
This method produces more accurate and stable images than
the conventional SEABED algorithm. In the case of an ex-
tremely low S/N ratio, however, the image quality of this
algorithm also deteriorates. This paper proposes two adap-
tive smoothing techniques that can be incorporated into the
Envelope algorithm to improve its stability in a noisy envi-
ronment. We propose a new method to stabilize the quasi-
wavefront by adaptively selecting the more suitable smooth-
ing technique. In the proposed quasi-wavefront smoothing
method, false images caused by impulsive errors are re-
moved by reference to the estimated signal power. Numer-
ical simulations verify that the proposed imaging algorithm
produces accurate images even for data with low S/N ratios.

The numerical analysis is followed by an experimental
investigation with acoustic devices. The results of this ex-
perimental evaluation show that the proposed imaging algo-
rithm works well even with noisy experimental data, by sus-
taining 6.1 μm accuracy for ultrasound pulses with a 700 μm
pulsewidth.

2. Conventional Imaging Algorithm

2.1 System Model

Figure 1 shows the system model in which the target has
an arbitrary convex shape with a boundary. An omni-
directional transmit/receive element is scanned on the plane.
A wide-band pulse is transmitted from the element, which
receives echoes through the same element. s′(X, Y, t) is the
signal received at (x, y, z)=(X, Y, 0). Applying the matched
filter to s′(X, Y, t), we obtain s(X, Y, Z′) as the output of the
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Fig. 1 System model.

Fig. 2 Example of received signals and a quasi-wavefront with Y = 0.

filter, where Z′ = vt/2 is expressed by time t and the speed
of the wave v. The significant peaks of s(X, Y, Z′) are con-
nected to produce a function Z(X, Y) and surface (X, Y, Z),
called a quasi-wavefront, where Z is the peak along the Z′
axis of s(X, Y, Z′). We do not consider the effect of multi-
paths because this paper assumes a convex target. Figure 2
shows an example of received signals as s(X, Y, Z′) and a
quasi-wavefront with Y = 0. The transform from (X, Y, Z) to
(x, y, z) corresponds to the imaging that is our focus in this
paper.

2.2 Envelope Algorithm

The Envelope algorithm is based on the principle that an
arbitrary target boundary can be expressed as an outer or
inner envelope of spheres [13]. Each sphere has its center
at (X, Y, 0) and radius Z. Figure 3 shows the relationship
between the target boundary and an envelope of circles, and
refers to a 2-D problem for simplicity. For a convex target,
the z-coordinate of the boundary can be calculated for each
(x, y) as

z = max
X,Y

√
Z2 − (x − X)2 − (y − Y)2. (1)

Fig. 3 Relationship between target boundary and envelopes of circles in
a 2-D monostatic problem.

Fig. 4 Estimated image using the Envelope algorithm with S/N=32 dB.

Fig. 5 Estimated image using the Envelope algorithm with S/N=21 dB.

2.3 Noise Tolerance of Envelope Algorithm

In this section, we investigate the performance of the En-
velope algorithm in a noisy environment through numer-
ical simulation. This simulation employs a frustum of a
pyramid as the target, as shown in Fig. 1. In our tests, the
transmitting pulse is a monocycle pulse with a center fre-
quency of 2.0 MHz, a bandwidth of 1.2 MHz, and a wave-
length λ of 746 μm. We scan an element with co-ordinates
−1.732λ < X < 1.732λ,−1.732λ < Y < 1.732λ, and then
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transmit pulses and receive echoes at 41 × 41 locations.
White noise is added to the received signals calculated us-
ing the Physical Optics (PO) method [14]–[17]. Figures 4
and 5 show the images estimated using the Envelope algo-
rithm with S/N=32 dB and 21 dB, respectively, where the
S/N ratio is defined as the peak value of the s(X, Y, Z′) to
the effective value of the noise. Although the estimated im-
age is quite accurate when S/N=32 dB, severe degradation
is seen on the image when S/N=21 dB. This is because the
Envelope method calculates the maximum Z for each (x, y).

3. Proposed Adaptive Smoothing Techniques

In this section, two new techniques are proposed to enhance
the noise tolerance of the conventional Envelope algorithm.
The proposed imaging algorithm is the Envelope algorithm
incorporating these proposed smoothing techniques. These
techniques are characterized by their adaptive smoothing
processes, which depend on the S/N ratio of the data. The
proposed adaptive smoothing techniques comprises the fol-
lowing two processes:

1. Quasi-wavefront smoothing
2. False image reduction

Figure 6 shows the procedure for the proposed imaging al-
gorithm including these techniques. The proposed adaptive
smoothing techniques are examined in the following subsec-
tions.

3.1 Quasi-Wavefront Smoothing Method

A random error of a quasi-wavefront is transformed to a
non-negligible distortion of the image produced by the En-
velope algorithm. Figure 7 illustrates how the image is dis-
torted by an impulse error in the range estimate. As shown in
this figure, the estimated image can be masked by an incor-
rect circle, even if only one range estimate has an error. This
type of large error can be suppressed by re-estimating the
range that is detected as an anomaly after the first estimate.
The proposed smoothing method also employs a Gaussian
filter and a conditional median filter [18], and selects their
smoothing process adaptively.

The procedure for re-estimating the improper points
(REIP) is presented below.

Step 1). Find an incorrect point Zn that satisfies
(∂Z/∂X)2 + (∂Z/∂Y)2 > 1 and S/N > α. If S/N ≤ α,
we remove this point.

Step 2). Calculate the median value, Zm, from the ranges
Z of 8 adjacent elements around Zn.

Step 3). Update Z by finding the peak value of s(X, Y, Z)
around Zm ± λ.

This re-estimation process suppresses large range er-
rors. However, non-negligible errors remain on the quasi-
wavefront after the re-estimation. To suppress these errors,
a conditional median filter (CMF) [18] is used. This filter is
known to be suitable for smoothing non-stationary signals,
such as the quasi-wavefront. The CMF calculates the me-

Fig. 6 Procedure for proposed imaging algorithm.

Fig. 7 Example showing the estimation of a large error in a 2-D problem.

dian Zcm from the N ×N data, whose center is the input data
Z. The output data of the CMF is calculated as

Zo =

{
Z (|Z − Zcm| < β)
Zcm (Otherwise).

(2)

If |Z − Zcm| is smaller than the threshold β, we regard Z as a
large erroneous point, and the CMF suppresses these types
of errors using Eq. (2).

However, the CMF cannot smooth small range errors.
To suppress these residual range errors, an adaptive Gaus-
sian smoothing technique (AGS) [10] is used. This tech-
nique is suitable for suppressing small errors in the quasi-
wavefront. The AGS uses the Gaussian filter with an opti-
mum correlation length, which is approximated as

σ =

√
δmaxZ
π
, (3)

where δmax is the limit value of the distortion on the quasi-
wavefront caused by the Gaussian filter. This equation
means that the AGS selects the correlation length depend-
ing on the smoothness of the quasi-wavefront. If the quasi-
wavefront is sufficiently smooth, σ is set to a large value to
enhance noise tolerance. If not, the AGS sets σ to a small
value to avoid deterioration in accuracy.

Thus, the proposed quasi-wavefront smoothing method
selects the smoothing process of these filters depending on
the property of the quasi-wavefront, and achieves an im-
provement in both robustness and accuracy.
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Fig. 8 Example showing the false image yielded by 2-D monostatic
problem.

3.2 False Image Reduction

Figure 8 illustrates the false image produced by the Enve-
lope method at one end of the image. As shown in this fig-
ure, the false image is expressed as part of the circle at the
end. Because some data are removed in the first step of the
process described in the previous section, the vacant area is
naturally interpolated with a pair of circles by the Envelope
method, causing this type of false image. To remove this
false image, an evaluation value φi is introduced as

φi =

⎧⎪⎪⎨⎪⎪⎩
max

Z′
s(Xi, Yi, Z

′)2/(Ai/Zi) (Ai � 0)

0 (Ai = 0),
(4)

where Ai is the estimated area of part of the sphere for
(Xi, Yi, Zi). Using this evaluation value means that we can
effectively remove the large image area estimated from a
low-power echo. Moreover, this evaluation value does not
depend on the position of the elements, thus we can remove
false images in all locations. The procedure for the false
image reduction method follows. We calculate φi for each
element location as (Xi, Yi, 0). We set the threshold of the
evaluation level φth, and remove the spheres if φi < φth is
satisfied.

4. Performance Evaluation with Numerical Simula-
tions

4.1 The Performance of the Envelope Algorithm Improved
by the Smoothing Methods

This section evaluates the accuracy and noise tolerance of
the proposed imaging algorithm, which combines the En-
velope algorithm and the various smoothing methods de-
scribed in the previous section. The transmitting pulse, the
element location, and the target are the same as in Sect. 2.3.
To clarify the effectiveness of each adaptive smoothing tech-
nique, we add the techniques to the Envelope algorithm one
by one, and evaluate the accuracy of the estimated image
for each. We evaluate the accuracy of each method quanti-
tatively, using the evaluation value μmax defined as

μmax = max
i

√
min

x
‖x − xi

e‖2, (5)

Fig. 9 Image estimated using the quasi-wavefront smoothing (Sect. 3.1)
and the Envelope algorithm with S/N=21 dB.

Fig. 10 Evaluation value φ for each antenna location.

where x and xi
e denote the locations of the true target point

and the estimated point.
First, we incorporate quasi-wavefront smoothing

method (Sect. 3.1) with the Envelope algorithm. Figure 9
shows the resulting estimated image with S/N=21 dB. Pa-
rameters of the coordinates are normalized by λ. We set
N = 3, α = 8.5 dB, β = 0.1λ, and δmax = 0.1λ. As shown in
this figure, an accurate image is estimated using the smooth-
ing method apart from the false images at the ends. This is
because the power of signals received from the edge of the
target is relatively small. The accuracy μmax is 2.13×10−1λ,
which is relatively large due to the false image.

Next, we apply the false image reduction method
(Sect. 3.2) to the data in Fig. 9. Figure 10 shows the eval-
uation level φi normalized by the maximum value of each
element location. As shown in this figure, φi at the side of
the scanning range is relatively small, and these φi corre-
spond to the false images. In this case, we set the thresh-
old φth = 0.05φmax, where φmax is the maximum value of
φi. Figure 11 shows the estimated image with the proposed
imaging algorithm in which false images are correctly re-
moved. Here, μmax is 1.15×10−2λ. These results verify that
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Fig. 11 Image estimated using the proposed imaging algorithm
(Sects. 3.1 and 3.2 and the Envelope) with S/N=21 dB.

Fig. 12 Relationship between μmax and β with S/N=20 dB.

the proposed imaging algorithm realizes accurate imaging
even for lower S/N ratio values.

4.2 Evaluation of Suitable Parameters and Noise Toler-
ance

This section discusses the properties of the proposed imag-
ing algorithm for various cases. First, we investigate the
suitable parameters for the CMF: the threshold β and fil-
ter size N. Figure 12 shows the relationship between β
and μmax, and Table 1 shows μmax for each N and β, where
the S/N is 20 dB. These results indicate that the estimation
of accurate images is not sensitive to the parameter values.
In this example, although μmax becomes relatively small in
0.05λ < β < 0.4λ, sufficiently accurate imaging is realized
when β < 0.7λ. In addition, Table 1 indicates that the suit-
able N is 3 for all β. However, μmax is 1.37 × 10−2λ and less
when N ≤ 7 and β ≤ 0.3λ. Therefore, we can easily choose
appropriate parameters to perform a few examples for each
condition. To verify the validity of the above discussion, we
show another shape estimation example. Here we assume a
square pyramid target. Based on the above discussion, we
set β = 0.2λ and N = 3. Other parameters are the same as in

Table 1 μmax for each N and β (×10−2λ).
������β/λ

N 3 5 7

0.1 1.16 1.23 1.23
0.2 1.10 1.21 1.28
0.3 1.10 1.25 1.37

Fig. 13 Estimated image of a square pyramid target (β = 0.2λ, N = 3,
and S/N=20 dB).

Fig. 14 Relationship between μmax and the S/N ratio for each smoothing
filter.

the previous section. Figure 13 shows the estimated image
with a S/N=20 dB. This figure shows that accurate imaging
is also realized in this case. μmax is 1.18 × 10−2λ. This re-
sult indicates that the proposed imaging algorithm realizes
accurate imaging for a variety of convex targets when the
parameters are set appropriately.

Next, we clarify the noise tolerance for each quasi-
wavefront smoothing method. We assume that the target is
the same as in the previous section. Figure 14 shows the re-
lationship between the S/N and μmax for each filter. Here, the
false image reduction method (FIR) is used in cases without
the conventional algorithm. This figure shows that the ac-
curacy of the conventional algorithm deteriorates when the
S/N < 30 dB. In the cases using the REIP and AGS without
the CMF, although the noise tolerance improved slightly, the
accuracy of these cases also deteriorated for S/N < 28 dB.
This is due to the relatively large residual errors. On the
other hand, using the CMF, we can suppress these large er-
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Fig. 15 Relationship between μmax and the S/N ratio for each technique.

rors, and estimate an accurate image even for data with low
S/N ratios. Furthermore, the proposed imaging algorithm
achieves more accurate imaging using both the AGS and
CMF, because the AGS suppresses other small errors left
by the CMF.

Finally, we show the effectiveness of the FIR and the
synergy of the adaptive smoothing techniques. Figure 15
shows the relationship between μmax and the S/N ratio for
each method described in Sect. 3. As indicated in this fig-
ure, by applying quasi-wavefront smoothing (Sect. 3.1), the
accuracy improved 100-fold. By applying both methods
(Sects. 3.1 and 3.2), the accuracy is further improved 10-
fold. These results clarify the synergy of the proposed tech-
niques. In particular, the accuracy of the proposed imaging
algorithm is μmax < 1.5 × 10−2λ when the S/N > 18 dB.

5. Experiments for Accurate Ultrasound Imaging

In this section, we investigate the performance of the pro-
posed imaging algorithm experimentally and present our re-
sults.

5.1 Experimental Setup

Figure 16 illustrates the experimental setup with a trans-
ducer and a needle hydrophone as transmitting and receiving
elements. Figure 17 shows the vertical section of the scan-
ning plane for the sensor and target location. The separation
between the transducer and needle hydrophone is 13.21 mm
in the y-direction. The center of the measuring unit is
scanned in the range 0 ≤ X ≤ 25 and 0 ≤ Y ≤ 25 mm, with a
sampling interval of 1 mm. A stainless steel spherical target,
3.17 mm in diameter, is placed in the water, with the scan-
ning plane and target 61.7 mm apart. A transducer transmits
acoustic pulses with a center frequency of 2.0 MHz and a
−6 dB fractional bandwidth of 0.6. The aperture size of the
transducer is 13 mm, and the transducer is designed to focus
at a depth of 25.4 mm. The transmit beam behind the focal
point is approximately a spherical wave with a broad beam
width of 46 degrees. Figure 18 shows a received signal with
(X, Y) = (0, 0). The S/N ratio is approximately 23 dB. The

Fig. 16 Instruments utilized in the acoustic imaging experiment.

Fig. 17 Vertical section of the scanning plane for the sensor and target
location.

Fig. 18 Example of received signal.

amplitude of the transmitted signal is amplified to 40 Vpp by
a power amplifier, before entering the transducer. The nee-
dle hydrophone receives echoes from the target, and a digi-
tal oscilloscope samples the pre-amplified signals received.
The sampled signals are coherently averaged 10,000 times.
The speed of the ultrasound is 1492.2 m/s, calculated in wa-
ter temperature of 23.5◦C [19], and the wavelength λ is ap-
proximately 746 μm. The procedure for the proposed imag-
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Fig. 19 True quasi-wavefront.

ing algorithm is the same as for the numerical simulations
described in the previous section.

5.2 Modified Imaging Algorithm for Experimental Data

In this experiment, we use the bi-static sensor layout shown
in Fig. 17. In the experiment for the ultrasound system, we
confirmed that the range finding accuracy is not distorted
when using the bi-static system [10]. Moreover, we have
already achieved accurate imaging with the bi-static UWB
radar system [13]. Consequently, we employed the bi-static
system for ultrasound imaging. In a bi-static model, the tar-
get boundary is estimated from the envelope of ellipsoids
with focal points on the location of the transducer and nee-
dle hydrophone. The value of z is calculated for each (x, y)
as

z(x, y) = max
X,Y

√
Z2−d2−(y−Y)2− (Z2−d2)(x−X)2

Z2
. (6)

where the separation between the transmitting and receiving
elements is defined as 2d, and (X, Y, 0) is the center point of
the two elements.

5.3 Performance of the Proposed Imaging Techniques
with Experimental Data

The actual quasi-wavefront calculated by the BST [11], and
the estimated quasi-wavefront, are shown in Figs. 19 and 20.
It can be seen that the quasi-wavefront includes many large
errors, especially around the side of the scanning area. This
is due to the false peak estimate of s(X, Y, Z). Figure 21
shows the image estimated by applying the Envelope al-
gorithm to the quasi-wavefront in Fig. 20, and the vertical
section of the actual and estimated images for x = 0. Fig-
ure 21 shows that the estimated image is not accurate, be-
cause inaccurate signals, caused by noise, mask other image
surfaces. The range-finding accuracy in this experiment, of
the order of μm, is not sufficient to determine the location
of the true target. Thus, we translate the estimated image to
the correct location by minimizing the RMS value of the dif-
ference between the actual target and the estimated images.

Fig. 20 Quasi-wavefront extracted from the received signals.

Fig. 21 Estimated image without the adaptive smoothing techniques
(above) and the vertical section of the estimated image and target with x=0
(below).

Figure 22 shows the quasi-wavefront, after applying the pro-
posed adaptive smoothing techniques. We empirically set
N = 3, α=7.0 dB, β = 100 μm, and δmax = 90 μm. This
confirms that the proposed adaptive smoothing techniques
can remove large errors on the quasi-wavefront. The image
estimated by the proposed imaging algorithm and the verti-
cal section of the estimated image and target for x = 0 are
depicted in Fig. 23. Since the Envelope algorithm employs
wide transmit and receive beams, a single transmit and re-
ceive event only reveals that the target boundary borders an
ellipse. However, the algorithm depicts the target boundary
using the outer envelope of ellipses calculated from mul-
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Fig. 22 Estimated quasi-wavefront using the adaptive smoothing
techniques.

Fig. 23 Image estimated using the adaptive smoothing techniques
(above) and the vertical section of the estimated image and target with x=0
(below).

tiple transmit and receive events. The experimental study
shows that the Envelope algorithm works properly in ultra-
sound imaging. In addition, the proposed adaptive smooth-
ing techniques improve the robustness of the Envelope al-
gorithm, and an accurate 3-D image was acquired for a S/N
= 23 dB, where the performance of a conventional Envelope
algorithm deteriorates severely for a S/N < 28 dB. The mean
error is 6.1 μm which corresponds to 8.2 ×10−3λ.

6. Conclusions

In this paper we have proposed a 3-D ultrasound imaging

algorithm with adaptive smoothing techniques. Accurate
imaging is achieved even with a low S/N ratio. The results
from numerical simulations show that the maximum error
of the estimated image is less than 1.5 ×10−2λ when the S/N
> 18 dB. We have also applied the proposed imaging algo-
rithm to 3-D acoustic measurement data, and evaluated the
performance of this algorithm experimentally. This inves-
tigation verified that the proposed imaging algorithm also
achieves accurate imaging for ultrasound data. The mean
error of the estimated image is 6.1 μm, which corresponds
to 8.2 ×10−3 for S/N = 23 dB, confirming that the proposed
imaging algorithm an realize robust and accurate 3-D acous-
tic imaging in a real environment.
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